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Exact solutions to the classical optimal powef flow (OPF)
proplem require complex and computationally intensive computer
algorithms. Often,v a faster, simpler solution technique which
provides reasonablé accuracy is more desirable in system control
center applications where speed i; critical. The purpose of this
dissertation is to formulate and develop such a solution tvechniqu.e
based upon Generalized Netwbrk Flow Programming (GNFP). The

“resuiting algorithm is demonstrated using a five bus power system
example, a 39 bus example, and a reduced equi_valént network of an

actual power system.
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Exact solutions to the classical opti‘ma‘l power flow (OPF)
problem réquire complex and computati.onallylintensive computer
algoritﬁms Often, a faster, simpler solution technique which
provides rgasonable ‘accuracy is more desirable in system control
cénter applications where speed is criticai. The purpose of {his
dissertation is to formulate and develop'such a soluiion technique
based upon Generalized Network Flow Programming (GNFP). The
res iting algorithm is‘demonstrated using a five bus power system
ex-mi:e, a 39 bus e‘xample, and a reduced equiv_alent network of alh
actuai power sys.tem |

Roy Eugene Rice, Captain, USAF, 1986, 130 pages, P‘h.D., University of
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CHAPTER |

INTRODUCTION

In 1964, 26.7 billion dolllars was spent in the generation of
electr'-al power in this country. This produced an estimated 1.4
trillicn megawatt-hours (MwH) that was demanded by private citizens
and busl.nesses in the U.S. Even as little as a 1% reduction in t"he
dollars spent to produce enough power to meet these demands would
represent Ia substantial saving.

Since the early 1920's, power system engineers have
contmually sought methods to more effictently allocate the generation
resources to meet growing demands. Each generation unit has a cost
function associated with it. There are also upper and lower limits to
the amounts of bower each unit can produce. These limits are based on
engineering prlﬁciples, pcﬁitical decisions, maintenance schédunng,
and a host of other factors. All of these characteristics make this
efficient allocation of power generating resources a classic
optimization problem. And the potential benefits from this

|




‘ optimizat’ion are enticing enough te spur research into another ,
solution technique - one based on Generalized Network Flow

Programming (GNFP).

SR IDQ.P.Q!L&LS!SLQm

A power system is a system of generators connected to
diverse load ppints oy transmission lines. These transmission lihes
tertﬁ‘inate at busses. At these busses, thére' canbe a generator (source
of electrical power), a load (demand point for electrical power), both
generétion and load, or neither (simply a connection). The power that
is géherated has two components: a real parf and an imaginary part.
The real part is called Real Power (measured in watts or megawatts,
MW) and the 1maginary part is Called Reactive Powér (measdred in |
megavars, MVaf).. Even though Reactive Power is imaginary,
mathemétically, it has tremendous effect on voltages and power

system operation. Theref ore', power is represented as a complex

number S, = P, + jQy , where Sy Is the compiex pbwer at bus i and is

composed of the real power at bus i, Py, and the reactive power at bus
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1, Q. Power (S), voltage (V), and current (1) are all complex variables.

Complex power is defined as

S = Vi¥,

| where I* |5 the conjugate of complex current. This means that if | has

“areal component, x, ahd an imaginary component, y, | 1s expressed as

X+Jy. 1%, then, IS x-y.

All materials offer som'e fesistance to current flow.
Materials offering very low resistance are classed as conductors;
materiais offering very high resistance are classed as insulators. Two

characteristics of transmission lines are impedance and admittance.

- Impedance, z; J is the measure of the circuit mngcangg to current flow

from bus 1 to bus j. It is a complex number. Admittance, y; § isa

measure of the ease with which current flows down a line from bus |

- tobus j and is the reciprocal of impedance. Admittance is also a

- complex number. As bower (real and reactive) travels down a line

from one bus to another, some is lost.
As stated bef ore, the connection points for lines are called

busses. At any one bus, there are four quantities, of which, two are




known and two are unknown. They are P, Q, V (voltage magnitude), and
§ (voltage phase angle). Either P and V can be controlled or P and Q can

be controlled. wWhen two of these variables are specified or controlied,

| the others are called state variables since they depend on the state of

the othe” two. rfost busses fall into one of two Categorles -ab-v
bus, where the real power (generated or 1oad) and the voitage
maénltude are specified and controlled, and second, a P-Q bus, there
the real and reactive power (generated or load) are specified and
controlled. One gerarator bus iS unique and is called the swing bus.
Its selection Is arbitrary; but, once it Is chosen as swing, Itslv'oltage

magnitude and phase angle are specified and the voltage of the

remaining busses are ca]culated and specified referenced to it. The

power system also contatns capacltors and transformers. These P-V

busses, P-Q busses, swing busses and transformers will be discussed

in later chapters.

-~ Inthis system; there are several variables. Some are known
and some are unknown. Some are COﬂtI‘O' variables and some are state

variavles. Certain parameters of the system are known. For instance,

the admittance, Yi It of each line between busées s known. Also known




Is the total line charging admittance, y* It of each transmission line,

which is a measure of the shunt capacitance of the Hine. The line acts
as a source of reactive power,
Conservation of power, which stems from Kirchoff's Laws,

must be maintained at each bus. it applies to poth rea! and reactﬂ/e

| power and states that power in must equal power out.

Power flow in - Power flow out + Pmmatad- Power load =0
These two equations (one for real power and one for reacﬂve power at

each bus) make up what is called the Power Mismatch Equations. They

. will be developed more rigorously later in this dissertation.

A cornersione of power systems study is the Load Flow or
Power Flow problem. Basicaily, the objective of this problem is io
determine the voltage profile and Hné power flows for a given network
wjth' generator and load schedule. This problem lell‘ be deécrlbed more
fully in the next chapter in the hlstorlcal perspective sectfon. The
solﬁtlon must vsatlsry functional constraints and functional
meq(:anties. These include physical constraints on the reactive -
power, Q, at some busses; that is, Q may nof be allowed beyond some

lower and upper bounds. Also, there may be imposed numerical bounds




on the voltage, V, at some husses. There are aléo limits on the amount
of P generated at a bus or the amount of real pawer allowed to flow on
a line due to thermal heating. Therefore, the mismatch equations and

several cher constraints and restrictions must be satisfied. |

1.2. Problem Description

The previous discussion fe’ads‘ to the problem that this
research will solve - the Optimal Power Flow (OPF) broblem. The
objective is to mlnimize the total power generation cost where Ieach
generator has a cost function in terms of rea! power generated
associated with it . The deci;ion variables aré the amounts of real
power proddced at each .generator. This minimization must be
performed subject to the‘constraints embodied in the power mismatch
equations and some of the constraints and resfricttons Hmttlng other

variables. A more formal problerﬁ statement would be:

- ——




Given a set of generators and load points connected by a set of
transmission lines, capacitors and transformers, the problem is to
minimize the total power generation cost by choosing the amount
of real power to produce at each generator, subject to the real and
reactive power mismatch equation constraints (which include the
power demands at the busses) and the minimum and maximum
allowable values on ' '

1. Power generation at each bus

2. Voltages at specified busses

3. Transformer tap values at specified transformers

4. Power flow on lines

Many techﬁiques to solve the OPF are available in the
'literatu_re. Some of fhese methods are discussed in the next chapter.
Most of these are derivatives of the Newton Method. All have
advantages and disadvan;agesf Primarily, they are difficult to define
and understand, and they ar;e time consuming to implement and/or
solve.

The punpose'of this research effort is to deveiop another
method to solve I;he OPF problem which avoids most of the .

complications of nonlinear solution techniques. This proposed

method is based upon Generalized Network Flow Progrémming 1]

PASRENC NSNS

RY|



CHAPTER I

THE CLASSICAL OPTIMAL POWER FLOW PROBLEM

2.1. Classi¢ Approaches to Generation Cost Minimization

In the early 1920's, this entire area of study was referred to |

as Optimal Dispatch or Economic Dlspatch. The attempt was to
m‘inlmlze F, the energy'reqdlremen;s, in terms of BTU/HR or $/HR.
Engineers were concerned with this economic generation allocation, or
how to optimally divide the 10ad among tﬁe available generators. As

~ discussed by H. H, Happ (2], ihe two mést Mdely used techniques, prior

to 1930, were

1) "the basic load method”, where the mést efficient
generator plant 1s scheduled to produce at 1ts maximum capability,
then the next most efficient generator plant is scheduléd to produce at
its capacity, and so on, |

2) "best point loading", where generatar plants are
successively scheduled to generafe up to their lowest heat rate point

8
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étarting wifh the most efficient plant and proceeding ;jown to 'the
least efficient plant.
In'1930, it was accepted that the incremental method

produced tr;e most economic results (2] This method is based on the
idea that the productibn of additiovnal power shouid be done by the
generating unit with the m'inimum incremental cost. And, by 1932, it
was well established that for ecdnomic operations the incremental
cost of all machines should be equal. This is a fundamental principle
applicable still [}2]. Referrence [2] shows how Steinberg and Smith '[3]
fo‘rmany proved, in 1934, that equal incremental loading in the case of
two mabhines would result in minimizing BTU)HR or $/HR input. This
method was rapidly‘ and widely accepted in the power system
operation eﬁ\}ironment. However, it had some drawbacks. Only the
generator powers were considered. The transmiss‘ion network was
neglected. And the cal;ulations for_ generation allocation for each
schedule was Qery time cqnsuming. ‘Consolidated Edison System

| Company developed, in 1938, a tool called the Stat.ion-!_oading slide

rule that reduced some of the computational effort [2].

Transmission losses had generally been ignored prior to the
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sliderule idea. One of the primary reasons for this was that systems o
, :.,-C
were small and not interconnected. Therefore, transmission lines ;f;

& e

NYYY

were relatively short. E. E. George in 1943 made significant

FAPY,
L

oYYy
LY

contributions with his derivation of his loss formuia and its

o
22

subsequent evaluation [15] The loss formula was used throughdut the

N
LA

1940's in the construction of average loss charts. But it was

L St

)

i £
| A

recognized that the industry needed an approach to include incremental

fuel costs and transmission losses. At this point, economic dispatch

F PN

was an unconstrained optimization problem. Referrence [2] discusses

e
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in detail the independent works by George [15,16], Ward [16,17], Kron,

and Kirchmayer and Stagg [18,19, 21]. These works in the following 10 o
to 15 years, along with the emergence of the digital computer, made

great strides and led the industry to the end of the classic era.

. 2.2. Conventional Power Flow

In the late 1950's, the load flow problem (discussed in
Chapter 1) began to appear on new digital computers. To describe the

load fiow problem, an explanation of the notation must be given. A

power system consists of n busses connected by m transmission lines.
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A transmission line connects bus i to bus j, where i€ (1,2,...,n,} and

X -r,'

~-‘

je(1,2, ..nl. Figure 2.1 shows a system of 39 busses and 46 lines.
At the circled busses are the'generators. They generate (are a source
for) complex power. As ;tated earli.er, power has a real part (Real
Power) and an imaginary part (Reactivé Power). The ‘real power
generated at bus i is denoted Pg,-. Similarly, Ogi is the reactive power
generéted at bus i. These genérator busses may also require bower

~and are called Toad busses. The power load at bus i is 1abeled Py; and

Qy;. The other busses (1 through 29 in Fiéure 2 I‘) are either
connecting busses (no load/generation) or 1oad :busses. At each bus,
the net injected real and reactive power is denoted pi,inj and Qi,inj- |
They are calculated as P jn; = Pgy = Py and Qj jo5 = Qg; - Q. Each
generator has associated with it a cpst function. In almost all cases,
it isaconvex function of bgi and is denoted Cgi( Pgi)~ Examples of
these cost functions appear in Chapters |V and ‘V along with the

example problems. Vi is the complex voltage at bus i, and Vt* is the

conjugata of the complex voltage at bus i.
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There are properties of the transmission lines that must be

explained. Denote Yij as the series admittance of tive line between bus

i and bus J. Also, let ‘/'ij' be the total line charging admittance on the
line from bus i to bus j. This line charging admittance contrmut.es
only to the Reactive Power produced by the lina.

As rnentioned» in Chapter 1, some variables in the system are

known and some are unknown; some are controlled variab'es and some

are state variables. These are

CONTROL VARIABLES (known) STATE VARIABLES(unknown)
V magnitude at P-V busses Q at P-V busses

Q at P-Q busses V at P-Q busses

V at swing bus : Q at swing bus

P at dispatchable generators, Slack generation/load at the
swing bus

The reason there are P-Q and P-V busses (2 variables controlled
[known] and 1 variable unknown) is because of the equation for voltage .

at bus i,




n
' | —— |
L L I L

‘where Y‘j= admittance matrix element i,j (a3 xnown parameter). Thus,

with two of the variables P, Q, or V specified, the third can be

calcutated.

The solution of the nonlinear algebraic equations (called the

Power Mismatch Equations) describing the power system are based on

iterative techniques. The solution must satisfy Kirchoff's laws - in, |

particular, the algebraic sum of all the flows at a bus must equal zero.

With P-Q or P-V specified at each bus except the swing, the objective
of the .Load Flow problem is to find the mihimum amount of réal power
to generate at the swing bus In order to éati§fy the Power Mismatch
Equations. Mathematically, 'the formulation of the Load Flow Pr()blem

Is




Minimize Z = pg,swing (2.2)
SUbjeCt to

n o | |

2 Rea/ [ V‘*(V]‘VJ)YIJ + V'*VIYU’/Z] - pl ln] = 0, i=1,2,..n
j=1 | (23)

n ‘* | .

z- /mag[ V'*(V]'VJ)YIJ + VI Vlyljl/2] "Qi,ini = 0, i-l,2,.‘.,n
j=1 | o (2.4)

Vimin € Vi € Vimax
Pimin ¢ Pgi ¢ Pimax (25)

Qimin £ 9 inj ¢ Qimax
Line min ¢ S,-j ¢ Line max

The solution.of the load flow problem yields the voitages at all the

busses and all other quantities such as current and power can be

calculated from these voltages.

2.3 Optimal Power Flow Formulation
Happ (2] describes an “optimal load flow™ as

a load flow in which the fuel costs or some other guantity are
~minimized, with the ordinary load flow constraints around all
buses, and additional coastraints such as bus voltage limits
recognized. When fuel costs are minimized, the optimal load flow
actually serves in the capacity of economic dispatch and
determines the real and reactive output of all generators, and

15
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that 6f other VAR sources, and autotransfo'rmerv taps to the
optimal position.

Each generator has associated with it a cost function. It is,

in almost ali cases, a convex function (usual‘ly quadratic) of Pgi and is

denoted Cq(Py;). Thus, the OPF model is

g
n : o
Minimize 2= Z Cgi (pgi) (2.6)
i=1 o
subject to:

n N N .

2 Real [ V‘ (V"‘VJ)YIJ + Vl Vlle’/zl - pi,inj} 0, i=1,2,..n
=1 Lot 23
n ‘ ,

* %* .

2 ‘/mag[ Vj (Vi‘Vj)yij'* Vi Viyij'/2] = Oi,inj =Q, i=1,2,.,n

j=1 Y
Vimin € Vi ¢ Vimax |
(2.5)

Pimin ¢ Pgi ¢ Pimax
Qimin ¢ @i, inj < Yimax
Line min ¢ SU < Line max .
With the addition of the load flow probiem, economic dispatch
was transformed from an unconstrained optimization problem to an

optimization problem with many constraints.
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2.4 Qptimal Power Flow Solution Techniques

HappI[21 attributés the beginning of optimal power flow work
to Squires (23] and C;rpentier iﬁ the late fifties and early sixties.
Their formulation provides the foundation for much of the work since
that time. ‘Carpentier"s work led to the general formulation of the
Economic Dispatch problem based on the Kuhn—Tucker theorem of

Nonlinear Programming. A detailed summary of this treatise appears in

. referrence [2]. Carpentier arrived at a set of nonlinear equations. To

solve them, he used the Gauss-Seidel procedure. But fhis technique
of tenv showed erratic convergencé béhavior.

N.ext, came the most significant breakthrough in the power
industry in solution techniques of the optimal power flow probiem.
Hermann W. Dommel and William F. Tinney, in 1968, published their
article "Opiimal Power Flbw Solutions” [4]. Dommel and Tinney had
already advanced the state of the art in sol‘ution techniques for the load
flow problem with their usé of Newton's method. In this 1968 paper,
they extended this work into the optimal power flbw solution. They

classified the variables as

17
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1) Unknowns (x); voltage at P-Q busses, Q at P-V
busses

2) Fixed parameters (p); P,Q on P-Q busses, pﬁase
angle on the .swing'bus '

3) Control parameters (u); voltage magnitude at
generétor busses, geherated real péwer, P, transformer taps.

Their problem, thus, was

min f(x,u) o 2.7
u . .
subject to: ‘ ‘
g(x,up)=0 . (28)

Equation 2.8 is the load flow equations or mismatch constraints. The
Légrangian' function is | .

L(x,u,p) = 1(x,u) + [A]T [g(‘x,u.p)] (2.9)
The diﬁensions are L is Ix1, fis 1x1, (A]"is Ixm, and g 15 mx1, where -
m = (2(*of busses) ~ *of P-V busses - 1. Now, the‘necessary
_conditions for a minimum are

L., (891 %x=0 (210
ax  ox Lox ] | |




BL.B , (281" *=0 20
u  du | du |

oL - g(x'u'p) =0 ' ' (28)
oA '

The first condttion,‘Equatlon 2.10, has as one of its terms the
transpose of the Jacobian, which is always square. Solving Equation

2.10 for A ylelds
A= - 181717 B (212
[lax ] J = ox
Dommel and Tinney showed that Equation 2.11 represents the reduced

gradient vec’to_r Vof

Voo AL L T821Txa
du L du J

The solution process is as follows:

“1) aset of feasible control parameters u is assumed,

and a load flow by means of Newton's method is obtained,” (4]

2) calculate A by means of Equation 2.12,

19




-3) calculate V f by means 6f Equation 2.13,
4) obtained a correction for u by
"u=-cV.f
Note the correction factor c. If it'is “too Ismall“', conve.rgenc'e'is
prohibitively slow. 'II'r it'sv“'too large”, oscillations occur. If the
control parameters, u, are in the form of inequality constraints, they
are handied by not allowing them to go beyond their limits. if there
are functional inequalities in the x's, an approach such as the penaity
function approach must be employed. This ig the major drawback to -
this method - which is thg most bopular method of solving the optimal
power flow problem in the United States. Also nofe the similarity
bétWeen the reducea gradient (Equat‘ion 2.13) and the first derivative
of the objective function in én un;:onstrained minimizé;ion like

economic dispatch (Equation 2.7).

20

Since Dommel and Tinney published tt.2ir article in 1968, the -

advancements in the state of the art in optimal power flow solution
techniques have primarily been in the areas of solution techniques to
nonlinear programming problems and more efficient storage and

computational algorithms. Analysts have continually tried to solve
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“larger problems as the power systems have gotten larger. And with

these solution attempts, the analysts have included more detail, such

as different types of ‘transf ormers, different objective functions, and

detailed sensitivity analysis.

Stott, Alsac, and Marinho [S] present a general discussion of
tr.e more popular methods being used today.

a. Generalized Reduced Gradient (GRG) Approach. This

is based on the Dommel-Tinney method. The major departure lies in
the treatment of the functional inequalities; or, the u'pper and lower’
bounds on V, P, and Q. To obtain an initial feasible solution, penalty

functions are used. But, once the prozess begins, whenever a limit is

| violated, that quantity enters the set u as a control variable, and a

former control variable leaves the set u. Once an initial feasible

- solution has been found, the algorithm starts at step (3).

1) solve the ’load flow problem,
2) find all quantities yioiating their linﬁts and
désignate them as a control variable in u. By linear sensitivity
analysis find a present member of u and}designatelit as a dependent

variable in x (without violating its limits),

21
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3) obfain new u by gradient step similar to
'Dommel-Tinney,

4) iterate from (1) until converged.
'Step (2) is not that well developed at the present. It can be
time-consyming and is prone to errqr. The GRG appears to pe more
robust and takes fewer iterations than Dommel-TIinney‘ Héwever, each

iteration requires more computations.

b. Pure Constraint Linearization Methods. This family

of techniques can be generally described by the following algorithm

(S}
1) solve the load flow problem,
2) linearize the constraints,
3) minimize the objective function subject to these
 constraints,

4) iterate from (1) until converged. .

Wwhen the constraints lend themsélves to adéquaté linearization,

22

extremely few iterations are needed. The typical objective function is .

such that it can ysually be expressed as a linear function, a

separable-convex function, ora quadratic function. There are
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efficient mathematical programming codes available to solve these. A
Linear Program.ming approa;:h can be developed to handle separable

. piecewise-linear or smoothly convex ob je;;tive functions. However,
they have to bg “taillored“ to this problem and i't must be recognized
‘that the assumptions of lingarity make these techm’queé

“approximations” to the nonlinear problem. Linearization also

increases the size of the problem by adding variables to indicate the
linear segment in use.

Two particular works on power dispatch involve the clever

.
»

. use of minimum cost flow techniques in network flow programming -
[31,34]. This is a linearization method. Successive applications of the

minimum cost flow method in {34] showed improvements over the

. - ot by g gy, . . by e e N .
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. . . A
Minty-Lee Method in [31] The technique developed in this dissertation e
| \ RS

is similar to the one in {31,34] in its basic approach. However, with f«
o | o

this technique, the transmission lcsses are handled directly, and there I'_lf.j
o . L o | »ih‘:.‘:‘
is no need for successive applications of a minimum cost flow !
| ¥

algorithm. o
C. Active-Power Balance. A power system has an

. ' R

active-power balance that can be shown E

ey
20D
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2 generations = 2 loads + transmission losses

-As discussed in referrence [S] , in the formulétion and solution of the
load flow equations, the generation at the swing bus ( Pgs)‘is madé’ to
be dependent on the 2 prior/ unknown-netvydrk powér losses, and thus
satisfies the active-power balance. Whenever Pgs influences the

optimal power flovy solution (as a cohtrol variable, with an associated
cost, or with limits),} this balance must be included as a problem
constraint. Since t‘he losse§ are not mildly nonlinear, the
acceptability of. linearizatiph of the power balance equality depends on
the application. In typical economic dispatch or opéimal power flow,
such linearization isvcommon and ysually quite adequate. ‘Again,
special coding éfforts must be‘done to includé this type of constraint
in any specific applicatidn.

d. Reduced Methods. Ref errence (5] suggests three
approaches ,thét are classified as Reduced Methods: the Carpentiler
meth;)d (with a linearized power balance), p‘rimal methods which are
applied to the linearly constrained, separable-convex objecti\}e

problem, and a dual approach. The Carpentier method has been
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discussed previously. -1t should be néted that primal approaches are
wrought with difficulties such as large numbers of quantities
| violating their limits. |
“A dual approach appears to be more suitable, introducing one
‘'most-violated' inequality at a t_im’e“ [S]. Aiso, in this discussion is
\. the following dual-approach algorithm: |
(1) solve the load flow problem for u,
- (2) linearize the power-balancve equatioh and f‘ind an
" optin a!‘ solution for u that“satisfies this equatiorj and fhe limits oh u
| . (3) solve the linearized power flow for x,
(4) find the most violated inequality and express it as
a function of 'u from linear sensitivities, o -
(S) use a dual separable-convex methgd to so!v.e‘ the
problem: |
‘ min f(u)
subject to: - - power balance eguation
' - - the incoming linear inequality
© = = already binding linear inequalities
- - limitsonu ~

(6) récyclé from (3) until all violations are removéd,

(7) iterate from (1) until converged.
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Steps (3) through (5) are executed for each of the m functional
equalities which become binding during the solution (m is faif*ly smail

for most practical problems). This sort of scheme is very fast,
especially when the constraints can be accurately approximated by
linearization. However, this approach has the same generality
limitations as Carpentier's method [S].

e. Pure Penaity Approaches. This is a classical
nonlinéar programming approach in which the constraints are addec
onto the objective functidn as penalties and solved as an
" unconstrained minimization problem. As stated in (5],
none'of the classical direct methods, such as DFP or conjugate
- gradients, have appeared to be a'tractive, due to the dimensionality ,
and/or sparsity considerations. The difficulties introduced by
dimensionality and/or sparsity are obvious when considering that even
a moderately sized problem would have thousands of constraints and
variables and extiremely few variables per constraint. Instead, the
necessary condition equations have been solved by Newton-type
methods. - '

Here, the problem variables are expressed in t'erms of the bus
voltages so that, in polar analysis, the variable set is z = (V,0) where

V = vector of voltage magnitudes and @ = vector of phase angles.

' Thus, the objective function is




f'=f(z)+ 2 wi,‘g,v(z)2 + Z(outside penaities for violated constraints)

1

where w; = penalty weighting factor i and the g's are the load flow

equations. To solve 3f'/dz =0, it is necessary to iteratively

construct and SQ]VQ er the correction Az in the equatiovn
df'/8z = - 3%°'/322 * (Az)=-H * Az (2.14)

where H is the Hessian matrix. H is symmetric and weli-conditioned.
“Convergence with a specific set of penalties is usually found to be

rapid, in say 2 or 3 iterations"[5] But, the éonvergence of the overall
problem is-often considerably longer. The w;'s must be adjusted to

satisfy the load flow equations. This method.has td be "funed" in the
process of soiv.ing the problem which makes it less attractive.
Infeasibility detection is not accomplished and no marginal costs are
provided.

f. Séquentia} Quadratic Programming (SQP). Several
years ago the Electric Power Research institute (EPRI) initiated
Project RP 1724-.1, in an attempt to deveiop a comprehensive OPF

computer code. Energy Systems Computer Applications (ESCA) was
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awarded thé contract and, with the ;:onsultation of Tinney and others,
established SQP as a viable solution technique. In aMarch, 1983,
Imemorandum from ESCA to ﬁPRI, they describe this SQP approach in
resp'onse to the ongoing EPRI pro jeét RP 1724-1[6]. SQP appears to be
-apromising rﬁethod for solving non real time obtimal powér flow
problems. The complete optimal power flow problelm is solved through
a sequence of quadratic subproblems, each of which has a quadratic
c;bjectivé function énd a set of ’inearized equality constraints. These
equality constraints include both the perr f lqw equations and a set
vbf active inequality ‘constraints on variab'e bounds. The quadratic
subproblems differ primarily in the different sets of active inequah‘ty.
constraints that are being enforced. As alwéys, the load flow
equations are satisfied in eacﬁ subpfbblem.

| | This new approach to solving the classical OPF problem
based on an explicit Newton formulation has received cohsiQerable
atiention [7) The key to this approach}' is adirect simultaneous
solution for all of the uvnk.nowns in the Lagrangian function on each
iteration. “Each iteration minimizes a quadratic approximation of the

Lagrangx'anv For any given set of bi‘nding constraints the process




converges to the Kuhn-Tucker conditioﬁs inafew jterafio‘ns.“[7] It
éppears that the solution effort is proportional to the size of the
system being evaluated, and i§ relatively independent of the numbér of
binding inequalities.

. The interfacing of the equality constrained quadratit
. programming subproblems with the inequality constrained guadratic
prbgramming completeproblem is still a major arca of research. If
requirés a clevef mechanism of identifying and enforcing the
relatively small number of inequality constraints that are active at
the optimal solution. This technique also requires the eQaluation of a
bordered Hessian matrix dirﬁensioned N x N‘ wHere N i§ foUr times the
number of b.us.ses plus the numbher of tap char;ging under toad (TCUL)
transformers. It is also no trivial task to identify the active
inequality constraints for each subproblem and to update the variables
which involves a “move vector®. As stated earlier, this method
appears promising; however, more work is needed.

Another approach, the quasi-Newton method, utilizes second

order information contained in an iterafively constructed reduced

Hessian matrix [8] In each iteration, this method obtains a descent

29
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direcfion by operating on the reduced gradient with an approximation
of the factors of the symmetricél bﬁt dense réduced Hessién. This
technique has large computation and sto age requirements. Mofe

' recently, improvements to this technique have been made so that it

approaches quadratic convergence [9].
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CHAPTER Iil

GENERALIZED NETWORK FLOW PROGRAMMING (GNFP)

3.1. Literatyre Survey of GNFP

Jensen and Barnes {1] provide several conclse historical

accounts of the ma jor works in the evolution of Network Flow

Programming. They begin with the pioneering works of Hitchcock
(1941), Kantorovich (1942), and Koopmans (1947). These works in
optimization problems involving flows in networks were the first
attempts at solving the transportation problems as networks.
The1950's, according to [1], saw the development of network

algorithms for optimizétion problems such as the assignment,

transportation, maximum flow, and the pure minimum cost flow. The

transportation problem was solved with network flow programming by

Dantzig (1951), Flood (1953), Charnes and Cooper (1954), Gleyzal

(1955), Ford and Fulkerson (1956), Munkres (1957), Eisemann (1957),
and Dennis (1958). The asstgnment problem was addressed by Kuhn
(1955,1956), Motzkin (1956), and Munkres (1956). Dantzig (1956) and
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Ford and Fulkerson (1957)‘ considered the maximum flow problem.
Jensen and Barnes [1] also mention works by Fulkerson (1961) and
Orden (1956) with algorithms for solving the pQre m'inimum coét f_ Tow
- problem.

The 1960's brought books by Dantzig (1963), Charnes and
Cooper (1961 ),'and‘Ford and Fulkerson (1962) that discussed the worké
up to this time. The Ford-and Fulkerson book is called by Jensen and
Barnes [1] a "classic of network flow phogramming'and for many years
was the only book in the field" Johnson's triple Iabel method in 1966
had great application in representing trees in network f l.ow
pf;ogramming. innovative technques such as preorder traversal lists
were intro'dgced‘ by Glover, Kiingman, and Stutz (1974). Tﬁis resuited
in areported 10% rgduction in computation time from using tripie
~ labeling [!]

Shortest path problems were first described by Dijkstra
(1959) and Whitting and Hillier (1960). Jensen and Barnes [1] list other
works in this area by Hu (1969), Yen (197'1 ), Hoffman and Winograd
(1972), and Spira (1973).

The generélized network problem dates back to early works by
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Dantiig Q 963‘) and Charnes and Cooper (1961). Early pioneers like
Eise’mann, (1964), Lourie (1964), and Balas and Ivanescu (1964)
implemented primal procedures to the genera]ized problem. Maurras
(1972) and Glover, Klingman, and Stutz (1973) used the three-pointer
representation to impiement primal algorithms f;)r the generalized
min-cost f low problem. Jensen and Bhaumik (1977) presented a dual
incremental apbroach (1 For a more detailed account, refer to Jensen

and Barnes [1].

3.2 GNFP Notation.and Concept

Generalized Network Flow Progrlamm»ing (GNFP) is based on
Linear Programrﬁing (LP). Any problem that can be solved with GNFP
can be solved with LP. However, by the natural structure of some
problems, their solution is much more efficiently accomplished with
GNFP.‘ Many problems considering distribUtion, watei‘ flow, and

scheduling can be modeled as networks. As discussed by Jensen and

“Barnes [1], a network is a coiiection of nodes and arcs {see Figure 3.1).

Some systems that are represented by networks have the

characteristic df flow, and models of these are called network flow
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Figure 32 Network Flow Problem with Solution
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models. The description of such models is completely contained in its
parameters. There are parameters associated with the arcs and the

nodes. As seen in Figure 3.2, anode i has three parameters. They are

fixed external flow (bi'), slack (or variable) external flow capacity

(bg;), and slack flow cost (hgi), Slack external flow is extra flow that
may enter (or leave) the system at a node, but it's not mandatory. The
slack flow that is actually used at node i is designated fg;. This cost

is folr each unit of slack external flow. The fixed external flow is
shown 3as positive 7or required flow into the'system and ngga;ivg for
required flow out of the system. Also, a positive cost is an outlay and
a negative cost is a revenue.

Again, in Figure 3.2, an arc k has five parameters. The first

Is flow (f, ), which is being solved for. The second s a lower tound
(q(), which'is the least amount that ‘can flow over the a_rcé. The third is
a capacity (cki, which is the upper bound or maximum amount of flow
allowable on the arc. The fourth is the cost fhk) for.each unit of flow

on the arc. And, lastly, there ts a gain parameter (3, ) associated with
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each arc. This a is the relative increase or decrease in the amount of
flow as it travels over the arc. An ay, between 0 and | represents a

loss of flow and an a, greater than one represents an increase in flow.

As in Jensen and Bérnes {11, anode 1 is an element of the list
of nodes, N =[1,2,3,...,i,...n); and, an arc k is an element of the list
of arcs,M=(1,2,3,... k,... m] Anarc may also He defined l_)y an
ordered pair of nodes (i,]). Inthis repreéentation, iis .the ar/?/'n node
of arck and j is the ¢ermina/ node of arc k. This leads to the

notation of the origin and terminal lists
0=09,0,  ,4]
. f;[ bt )
where q and 4‘ are the origin and terminal nodes of arc k. In Figure
31,0= [A,A,A,B,C,B,C,DI and T =[B,C,D,C,D,E,EE] Tﬁus, the hist of all
arcs that originate at node.i is Mg;=[kl g =il Andthe list of aill

arcs that terminate at node 1 is My ={k!l 4 =11 Again, inFigure 3 1,

Moc = [5,7] and My = [2,41.
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Generalized Network Flow Programming attempts to solve for

the arc flows, fy, and slack flow, fsi' that will minimize cost. if bg;
(the slack external flow) is positive (negative) fg; enters (leaves) the

network and is bounded by 0 < fg; < Ibg;l. So, the objective f unction to

be minimized is

. m n
kel el

At each node, conservation of flow must be‘nﬂaint‘ained. This means

TOTAL ARC FLOW LEAYING THE NODE - TOTAL ARC FLOW ENTERING THE NODE
v .= FIXED EXTERNAL FLOW AT THENODE =0,
or

ka-Zak fk-bi=0 i=1,2,....,n
kani kaTi

The constraints of arc flow limits mUst also be enforced. That is

S $ T S S for all k.
Jensen and Barnes ekpfess the dual of the generalized
minimum cost flow problem in terms of the dual variaples,

(i=1,...,n). The cbmplementary slackness conditions for optimality

are:
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*‘IT' "ak ﬂj =‘hk forO(fk (Ck (3.1
fk =0 for T\'i ‘ ak TTJ' > 'hk (3.2)
fk = Ck for TTI - ak ']TJ < "hk (33)

GNFP finds arc flows, f), that form a basis then adds and deletes arcs

that maintain a basis and minimize the objective function. This
3 continues until the optimallity conditions in F.guations (3. l') - Equations
(3.3) are satisfied. VOptimality is then guaranteed [1].

Now, since a power system can be represented as a |
éollecti'dn of nodes (busses) and arcs (transmission lines) with gains
(power loss) dowh the lines from bus to bus, and external flow (P and
Q loads/generations), it is intuitively appealing tb Qse our knowledge

of Generalized Network Flow Programming to help solve the OPF.
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CHAPTER IV
GENERALIZED NETWORK FLOW PROGRAMMING IN

SOLVING THE OPTIMAL POWER FLOW PROBLEM

4.1. Problem Formulation

. The following Is a restatement Of‘ the Optimal Power Flow

o

problem as seen in Chapter I .

L
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| Minimize Z='Zl gi(pgi (4.1)
SUbjECt to:

n ‘ . .

3 Rea/ [ V‘*(Vi‘VJ)y’J + V‘*V'yu'/2] - p‘,in] =0, i=1,2,..,n
j=1 | (42)

n . '

Z- //175_0[ Vi*(Vi-Vj)yij + Vi*Viyij’/Zl = Qi,inj =0, 1=1,2,...n
J=1 (4.3)

Vimin $ Vi ¢ Vimax
Pimin ¢ Pgi ¢ Pimax
Qimin $ 9i,inj ¢ Yimax
Line min ¢ Sij ¢ Line max

(44)
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First, notice that Pg, is the decision variable and is part of

Pi,inj (Pi,inj = Pgi = P1i)- Equations (42) and (4.3) are respectively

called the Real and Reactive Power Mismatch Constraints. They merely
state conservation of power‘ flow at each bus. The last constraint
enforces the limit on the amount 6f real power on a line (line load
limit). One can readily see that the primary difficulty in finding thé
6ptimal solution lies in the nonlinearityv of the problem. |

Look at the two equality constraints; the Mismatch Equations.

2 Real [ V'*(V“VJ)YU + V,*Vlylj'/2] = p‘:m) =0, i=|‘,2,..'.,n
=1 (45)
n
»* * R '
zZ- /mag[ VI (V“VJ)YIJ + Vl Vly,J’/2] - Ol,lnj =0, i=1,2,.,n
= | | (46)

Equation (45) is the real power mismatch equation. Since Y'ij

- has no real component, Vi*viy'i jr2 can be eliminated from Equation

(45). Thisyields




n

3 Real V"V y; 1= Py py=0,  1=1.2.0  (47)
j=1 :

If the power flow from node i is divided into the positive

power flow from i and the negative power flow from i the first term

in Equation 4.7 becomes

n . .
) ‘/?ea/[ Vi‘(Vi—Vj )Y“] =
j=1

w ‘U
2 Resl [ V"(Vi-vh)ym] + 2 A’aa/( V|’(V1«V‘)y”] , i=] ,2,....n (48)
h=1 I=1 ‘ n=w+y

where the sum over all ] is the positive power flow from i ana the sum

over all h is the negative power flow from * One way to view this is

negative bower flow from a nbde is the same 'as.positive flow jnto that
_node. Ndw, look at the negative flow from i. For reasons tha£ become

apparent later, re-expre3s the negative flow from i as
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w
I Real [V, (Vi-Vp i) =

h=1
w ) - ' »
)3 { Reol[Vi (Vi-vh)y,-h ]’ A’eo/[Vh (Vh‘Vi)Yih]
hal . -
l I /?eollvh"(vh'-vi)yih] ' . (49)

* R&O’[Vh‘(vh'vi)yih] l
' ]

Algebratc manipulation of the right hand side of Equation 4.9 will
verify that the terms on both sides of the equal sign are the same.

Now, recall the Jensen and Barnes [ 1] notation. Let

My = (all arcs that terminate at node i}

Mpi = (all arcs that originate at node i)

k = index of arcs

With ke My; (set of all arcs terminating at bus i), the quantity inside

the parenthesis in Equation 4.9‘ can be multiplied by -1 and called ak;

denote 3, = ‘
ReallV (V;-Vp)yn I+ Rea IV, *(Vp=V ly )
- _

ReallVy (Vp-Vy)yin]

4?2
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- Real IV} (Vi-Vp)Yin)
= < (4.10)
/?ea/[Vh (Vh-V‘-)ym] .

Then Equation 4.5 becomes,

' u
-3 3y Real IV (Vy=Vy)yipl + T Real [V (Vi=Vyyy]
ke Mr; =1 (411)

°pi,inj = VO, i=1,2,..n .

Now,. lookinlg at Equation ’4.1 1,let
the positive real power fiow from h to i (call this arc k) be

pk = /?ea/[Vh*(Vh-Vl)ym]
where ké Mr;

and the positive r:al power flow fromitolbe
where ke My,

Therefore, Equation 4.11 becomes

kEMTi kGMO‘ _

Now, consider Equation 4.6. |

n . : ‘ .
3 - /magI v (Vv Dy + Vi Vi 7217 Qg = 0, 1=1,2,..0
J=1 | (413)




So, with the same arguments that led from Equation 45 to Equation

4,12, it is shown that Equation 4.6 yields

-3 ak'Ok*EOk-Qi,,-nj = 0 . , , (4.14)
ke MTi ke MOi !

where ak’ = .
- Imag¥" (V=Yp)yin + Yy Viyin 721 - /mag U9y (V-Yydyyp + V" Vpvn /2]

~Imag V" (Vy-¥oly iy, + Vh‘VhVih'/ 2]

1magl¥i" (Vi=Vp)yin + Vi Viyin72 )

(4.15)

: /mag[Vh'(Vh-Vj)Yin + Vn*vhyih'/ 2]

Qy = positive reactive poWer flow fromhtoi
== ImagVy (Vy=Vyyin * Vi Viyin /2 )
where ke My; ‘

Qk = positiye reactive power fiow from i to
= - Imagl V" (Vi=Vylyjy + Vi Viyi 72 ]
where ke Mg; -

These 3, and a " are referred to as gain factors for flow on

arc k. The gain factor, a,, since it is always greater than 0 and less

. than 1, represents the decrease in real power flow as it travels down

anarc. This actually makes sense, physically. Since the real power




flow down a line from jto i is Rea/ [ Vj*(VJ'Vi)YU] and the flow

“from i to j is Rea/ | vi*(vi-vj)y,j], one number (say. from j to i) is
positive and the other (say fr;)m itoj) ié negative. By the
mathematical nature of this problém, they are never thé same sign.
Thus, the flow is toward i. And the actual lbss of real power is the
algebraic sum of the two. Therefore, the relative loss is the sum
divided by the flow from j to i. And, sincg the gain is (I? l0ss),
Equation 4.10 actu.ally mékes sense as a gain factor. The expres::on in

parenthesis in Equation 4.9 could have just as easily been

/?ea/[vh*(vh—vi)ym]

Howeyer, it was purposely expressed as such to show the logical,
intuitive meaning of gain and loss. In GNFP, these gaiirym factors a‘re
linear. However, it is known that power loss down a line varies as
(current)2. Thus, these_ga'in factors are linear approximations.
Several Iproblems have been examined and it appears that these gain

factors are very robust and are very good apbroximations. This will be




touched on in Chapter V.
One point must be discussed. Transformers have two

effects. A transformer, with tap ratio a, between bus i and bus j will
affect the admittance elements y,' Yy and yﬁ,‘;. and the tfansfo'rmer
will affect the flow of power down the line in the following way. The

'admittance elements y; j andy ji become y; j»/,a andy ji/a- And the

diagonal element which was y;; = 2, j becomes
=1 |

Yii =Lyiryig* - "yij/a2 * i)

The effect on power flow is shown in Figure 4.1.
sjj* =V LV -, Wijza* Vivipalt/a- 1]
- * |
=Vio [ViYijsa2 = VyYijral
=Vi*lVi/a~ VilYij/a

And, similarly, S = V¥ [V; - Vi/al ;.




V)— AT L — Ji
O— —(
'Jlj/a(i/p-lb \'ul](t-va)

- Figure 41 Transformer Electrical Model
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This complex power flow can be separated into its real and

reactive components, Pk and Qk, as before. This compares to the flow,

without a transformer,

SU*=V,*[Vi-VJ]y,J and

2 % 3 .=\, ..
Now, with Equations 4.12 and 4.14, the OPF prcblem can be

formulated as a Generalized Network Flow Programming problem.

n
Minimize Z =2 ng, (Pg,)

subject to:

) .ak pk +2 pk - pl m] =0, ki"'l‘,..‘,n
ke MTi ke MO" ‘

-Z ak’ Qk + ZOk - 0] |n_] =0, i=l,...,n'
ke M'n ke MOi




where .
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Vimin ¢ V1 € Vimax
Pimin ¢ Pgt ¢ Pimax
Qimin ¢ Gi,inj ¢ Qimax
Line mingS ij$ Line max
% * ‘
ReallV{ (Vi-Vplyin 1 -

=
| ImagiV“(V-Vplyin * Vi Viyin /21

»* .

where ke MTi

I »*

~where ke Mg,

Ok'-' - /mag[Vh*(Vh-V,)y,h + Vh*Vhym’/Z ] ,
where ke My

‘ »* | » R
where ke ”01

i,inj = Fgi

Qj,inj = Ogi =~ @i
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42. Solytion Algorithm

Following the general algorithm in Section 2.4b., a summary
of the steps of the solution techniqué is shown in Figure 42. The exact
steps are: |

Step 1 - Overall solution time is depehdent on initial
estimates. It iS recomhended that the initial generation péttern
estimate be obtained from the method‘ of equal incremental cost rates
(ignoring penalty factors).

Step'2 - Since the GNFP method does not allow shunt
impedance ties to ground, elements of this type must be modeled as |
f jxed P,Q lo‘ads, These values are‘updated according to bus voltages.

Step 3 énd 6 - A conventional power flow program is used
with the latest generation estimates. Swing bus power is revised, and
_inter!:hange ’requirements,aré met. Reactive power limjts at P-v
busses are handled in the conventicnal manner.

| Step 4 - Arc gains are calculated by the method described in

the preceeding section.

Step 5 - Arc gains and piecewise-linear incremental cost
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ESTIMATE INITIAL GENERATOR
POWERS, YOLTAGE PROFILE,
AND TRANSFORMER TAPS i

CONYVERT SHUNT IMPEDANCE

| SOLVE LOAD FLOW PROBLEM . 3

ELEMENTS TO EQUIY P.Q LOADS 2
N

CALCULATE ARC GAINS | 8,

UPDATE ACTIVE POWER GENERATION
SCHEDULE WITHGNFP g

ADJUST GEN
'YOLTAGE AND/OR

[SOLVE LOAD FLOW PROBLEM ¢

CALCULATE ARC GAINS, 8,

2
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curves are used by the GNFP program to détermine Ia new active power
generation schedule which minimizes total ge'neration cost. Active
power flow limits are observed, and generator location with respect to
loads i§ consiqered'via the arc gains. Swing bus power is estimated
here, and is solved precisely in Step 6.
Step 7 - Update arc gains.

| Steﬁ 8 - MVA line flow limits are checked. If exceeded, the
active power limits in Step 5 ére lowered apﬁropriately_ to limit total
MVA |f low; Load bus véltége constraints are g':h'ecked. :

~ Step 9.- Gain changes less than + 0.001 are ignored.

Step 10 - The procedufe to modify generator v‘oltages and/or
transformer taps to relieve constraint violations is ﬁot mechanized at
this time. Adjustments may call for voltages to be fixed at certain
values, or Q injections/extractions, or some other measure. deemed
necessary. If this adjustment Is needed, it must be performed by an
engineer who Is familiar with the network. Thl_s. author bel'ieves, |
however, that in most cases, a well preparéd starting estimate (Step 1)
will diminish the need for Step 10. |

~ There 1S no guarantee that this procedure will always find a
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feasible solution: because one may not exist. In other words, there
may be no methbd in Step 10 to prevent constraint violations. However,
GNFP detects infeasibility. Further study is needed in this area.

| Abpehdix 1 sﬁows the Fortran IV program that funs ona
CDC/Duat Cyber 170/750 that takes the system's data and performs a

Gauss-Seidel (GS) iterative scheme to solve the load flow problem and
calculate the voitages at each bus. The system data is the Yi [ andy’ ] ‘

of each line, the a value for each transfbrmer, the V at alll non-P-V
busses, and the shunt MVar at the appropriate busses. The admittance
matrix is built by making the off-diagonal elements equal to minus the
line agmittance and the diagonal elementé are the sum of the line
admittances. With these voltages and the admtttancé matrix (used In

GS), the program computes the bus voitages, the direction of fiow, and
the gaki‘n factors 3, and 3, aécording to Equations 4.10 and 4.15.

The GS iterative solution technigue for the load flow is well
known. |t starts by estimating voltages for all the busses except the
slack bus, which has a specified and fixed voitage. With the complex

power known at all P-Q busses and the real power and voltage

_'I‘kg
L")
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magnitude known at all P-V busses, the GS technique procedes from the

second bus (bus 1 being the slack bus) through the nth (1ast) bus solving

: n ,
j ——— }
R

where P; jnj = real power injection at bus i
~ Qy 1y = reactive power injection at bus i
Yjj= admittance matrix element 1,
Vi = complex voltage at bus i

The updated vdltages are used in' subsequent so:utions to the
equation. This process continues until_ the chahges in the voltages at
Ithe next iteration are neg!'igible. Once the voltages are ;omputed, the -
load flows and gains are calculated. It must be noted that P-V busses
require a little more effort [10).

Since the Q; is not known for a P-V bus it must be calculated
asf ol}ows:

. n"
Q)= - /mag (V" TY V).
I

It is ther. put into Equation 4.16 and the V; is caiculated. But, now, this




found in the previously discussed GS program. The costs are 2rc costs
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Vi must be corrected to agree with the specified magnitude. So, this V;

AL
x

must be multiplied by the ratio of the specified constant magnitude of

i

[

R

V; to the magnitude of the V; just found.

43. ang' ralized Network Flow Programming Approach
With these voltages just found, the gain factors can be

computed and the process could continue to the GNFP codés [1])2nd
solve the load flow problem again for pg,swing- Thic would be a che;k

to see how well the linearization of the problem fit. It is merely a
solution to the constraints (load flow equations) with a "dummy”
objective function. Jensen and Barn‘és’ code requires exter.al flows at

the nodes, gains on the arcs, and costs. The external flcw dre positive

for generations and negative Tor 10ads. The gains are tue A and ak'

and cost per unit for slack external flow.
This would be merely an estim_ate te the solwtion to the load
flow problem for the P generated at the swing bus. But what has been

done up to now is not of major note other than it shows that the load
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flow problem and the OPF can be formulated as a GNFP problem. There

are better methods to solve the Load Flow problem. However, the next

step is the reason for the entire effort of setting the OPF up as a GNFP -

problem.

Assume tha‘t' each of the generators has a cost functon and
generation requirementé 'such as those shoWn in Table S.2. The problem
now-is to prodﬁce that amount of real bower at egc/h generator that
will minim.ize generation cosfs and still maintain feasibility.

Solution techniques to thié probleﬁw do exist. There are a few"

production codes on the market and in developmentl However, most

require calcu]atidn of Jacobian and Hessian matrices for nonlinear

optimizétion techniques. These techniques require large numbers of

calcUiatiohs and are prone to numerical round-‘of f error.

Therefore,these existing techniques are time consuming on a big

comﬁuter. Most real world systems require ﬁours of CPU time to solve.

The teéhnique developed here is simple, straight-forward, and fast.
Take the GNFP model that wa;s develbped previously. and’

construct linear approximations to the convex nonlinear cost functions

for each generator, take the gains, a,, that are obtained from the GS




program that solved the load flow problem, and solve the flow network

with the GNFP code. This yields the optimal pgi for g£ach generator.

This 1s the optimum géneration scheduled, but one must

" insure that the solution is still feasible. What the GNFP codes do is

minimize the ob jectivé function subject to the Real Power mismatch

constraints (4.2) and the constraints on Pg]- and line load. So, the real

power generatioris at each generator are put back into the GS program

and the load flow problem is solved again to make sure the Reactive
Power mismatch constraint (4.3) and the constraints on Vi andQ; ip j

were not violated. If limits are violated, adjustments are made and
another iteration is begun.

A point of interest is that other load flow solution techniques

57

are often better than Gauss-Seidel. However, they are more difficult to

' program. These include the Newton—Raphson Method, Stott’s Method,

etc. Any of these can be.used to obtain good estimates of the Vi'S to be

used in calculating the a, and a,".




44. 3 Bus Illustrative Example
_ At this point, an example is appropriate. This 5-bus example
from Stagg [10] (see Figure 4.3) illustrates the OPF concepts.
LINE DATA |
‘ TOTAL
TERMINAL ' MVAR
EROMTO  ADMITTANCE(y;;) CHARGING(Y';;) -
A B 5.00 -j15.00 0.0 +j0.06
AC 1.25-j3.75 0.0 +j0.05
B C 1.667-15.00 0.0 +j0.04
B D 1.667-j5.00 0.0 +j0.04
B E 2.50-j7.50 0.0 +j0.03
cCD 10.00-j30.00 0.0 +j0.02
DE 1.25-j3.75 0.0 +j0.05
BUS DATA
ASSUMED VOLT. GENERATION LOAD CosT
BUS MAG. ANG. P(MW) Q(MVAR) P(MW) Q(MVAR) FUNCTION :
A 106 00 ? ? - - 106+.55Pg,+.008Pg,2
B 1.00 00 40% 30% 20 10 110%.64Pgp+0064P )2
C 10000 - - 4 15
D 10000 - - 40 5
E 100 00 - - 60 10

*£stimates
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Figure 43 5 Bus Example
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Thus, the OP? problem, from equations 4.1 through 4.4, becomes

. MinZ =106+ 55Pg; +.008Pg; 2 + 110+ .64Pg; + 0064P (52

subject to '
Real {V5"(Vp-¥g)(5.0-j15.0) +
Resl[¥p" (Vp-¥C)(1.25-3.75) - Pgy =0

(BUSA)
-imag [V," (Vp-Yg)(5.0-115.0)+V vA(o 0+j0.03)) -

ImchA (Va-Vg)( 1.25-13.75)+Y 5 "¥p(0.0+j0.025)] - Qg 0

Real [vB (vB-vA)(so J15.0) +
ReallVg “(Vg-Yc)(1.667-15.00) +
Real[ Vg™ (Vg-¥p)( 1.667-j5.00) +
Resl(Vg (Vg -VE)(2.5-j7.50) - 40 +20 = 0
(BUSB)

-Imag [V (Vg-Vp)(5.0-j15.0)+V g vB(o 0+j0.03)] -
|madVB (Vg-Y¢)(1.667-j5.00)+Y g vB(o 0+j0.02)] -
ImajVB *(vg-¥p)(1.667-j5. 00)+vB *vg(0.0+j0.02)] -
Imag{ Vg (vB-vE)'zs 17.50)+V g vg(0. 0+4§0.015)] - 30 +10 =0

and so on.
Notice the inclusion of the line charging (y‘ij/2) in the imaginary
equations.

Or, in the GNFP formulation, this becomes, equivalently,

7o | 2 2
MinZ =106+ .SSPgl' + .008Pg, + 110+ .64sz + .0964Pg7_

subject to

60




s e - - - - -

Lo .

Bl SRR AR T e WY S Sy

Real [V5"(V,-¥5)(5.0-115.0)] +

Real[V,*(Vo-¥e)(1.25-)3.75)] - Pgy =0

g1 =

(BUS A) . .
~Imeg ¥y (Vo-¥g)(5.0-115.0)+¥ 5"¥4(0.0+0.03)} -
Imegl¥y " (YA-YC)( 1.25-§3.75) +¥™¥A(0.0+]0.025) ] - Qg =0
- [-Real[va'(va-vA)(s.o-j|s.o)] ‘ *Renl [vA’(vA-vg)(s.o-ns.o)l
| | .
L Reallvy"(vo-¥3)(5.0-§15.0)] |
+ Real[¥g *(Vg-Y)(1.667-5.00)] +
Real[ Vg™ (Vg-Vp)(1.667-)5.00)] + |
Real[Vg " (Vg-YgX(2.5-)7.50)] - 40 +20 = 0
(8US B) |

- [-ImaglVg™(Vg-Y5)(5.0-j15.0) +Vg"Vg(0.0+j0.03)] |

|
Imagl V" (Vp-Yg )(5.0-j15.0) +Vg Vg(0.0+j0.03)] ']
(- Imogl¥p " (V4-Vg )(5.0-j15.0) +Vg ¥5(0.0+j0.03)] }

- ImagiVg " (¥g-Vc)( 1.667-15.00) +Vg Vg(0.0+]0.02) ] -
Imegl Vg™ (Vg-Yp)( 1.667-5.00) +Vg"Vg(0.0+j0.02)] -
Imeg{¥g " (Vg-Vg ((2.5-]7.50) +¥p ¥5(0.0+j0.015)1-30+10=0
and so on.

One can easily see the two formulations are equivalent. So,
by the solution techniqué, the line and bus data are input into the
program in Appendix 1. Then this program solves the Load Flow

problem to find estimates of tﬁe voltages and, subsequently, the

di(ection of power flow and the gain factors. This OPF, with
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piecewise~linear approximations to the cost funct?ons as depicted in

Figure 4.4, is then put ihto the GNFP codes and solved for the optimal
Pm and sz. These values are then inserted back into the Load Flow

problem and solved again to insure that feasibility is maintained.

In the notation of Jensen and Barnes, the problem would .

appear as in Figure 4.4
The Load Flow solution for voliages Is

Vao=106 +J0.0

Vg = 104623 - 0.05126
Ve = 1.02036 - j0.08917
Vp = 1.01920 - j0.09504
Vg = 1.01211 - j0.10904

And the calculations of the gafn factors are

ARC Gain (ay)
A-B .9842
A-C - .9705
B-C .9838
B-D 9857
B-E - 9799
C-D 1.0000
D-E 1.0000
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{o,M,0]
‘ (0,10,1472,1) (30,30,4 449,1)
[b‘,bs‘,hs‘l . ‘ .
(0,10,1.344 1) (0,10,1.088,1)
(gk, Cis N ak)
0,10,1 216,1)
|-60,0,0]
(0,M,0,9799)
(-20,6,0}'
(100,100,2 41,1) ,
(0 M, 0,9842) oMo

(o,m,0]

(0,10,2.55,1)
K\.—‘__'_/-’

(0,10,2.23,1)
(0,10,2.39,1)

(0,M,0,9837)

(0,10,2.71,1)

(0.M,0, 970S) (0,M,0, 9838)

(oM,0,10

. C !
M=99999 [-45,0,0]

Figure 44 GNFP Representation
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And, with a generation range on generator 1 of 100 to 140 MW and a
generation range on generator 2 of 30 to 70 MW, from the GNFP

solution,

Pq1 = 100 MW

for a total cost of S00.4 units. This generation schedule was then
placed back into the GS scheme and the Load Flow problem was
resolved. None of the constraints were violated and the solution is

-feasible.

45, Advantages of This mlg;ngg
This method, unlike a Linear Programming approach, is an.
‘extremely fast solutibn techni.que to the linearized problem. The
examples in the next cnaptér will illustrate its speed. The execution
~time is a linear functton of the number of hodes plus the number of arcs
(m+n). Otﬁer advantages are
1. 1t is a very robust method. Even with large variations in the
bus voltages, the gain parameters are fairly stable.

2. It Is easy to use. Once the GNFP data files are constructed,
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they are easily editted and ready to re-run.
3. It is an intuitively appealing method, in that GNFP was
originally developed to optimize flows and generation schedules

taking into account losses of flow down a line.
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CHAPTER V

EXAMPLES

S.1. 39 Buys System
51.1 tem ription

This 39 bus example (Figure 5.1) is the New England System

and is 3 classic system that is often used in checking OPF algorithms.

It consists of 39 busses, 10 generators, 46 transmission lines,‘and 14

fixed tap transformers. Table 5.1 shows the daté for this system.

S.1.2. lllustrative Example

To first ook at the Load Flow problem, the Gauss-Seide!
(GS) routine in Appendix 2 was used to solve for the voltages at each
bus, the direction of flow, and the gain parameters for real power
flow. This sét of directions and ga.i‘ﬁs was then used a s input into the

GNFP codes.
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Table S.1 39 BUS DATA

-T‘-‘.i O Sy
. -
P NN H Y Ll
P ' Yy .
R b y *,

LINE DATA
. Percent Total , _ , .
Terminal Imped. MVAR  PU TAP RATIO o
from to R X charging tap  min  max i
12 - 035 411 6987 i“
1 30 0.10 250 75.00 20
2 3 013 151 2572 o
2 25 0.70 0.86 1460
3 4 0.13 213 2214
'3 18 0.11 1.33 21.38
4 5 0.08 128 13.42
4 14 008 1.29 13.82
5 6 002 026 434
5 .8 - 008 112 1476
6 7 0.06 1 0.92 11.30 a
6 I 0.07 082 13.89 N
7 8 004 046 7.80 Y
8 9 0.23 363 3804 S5
9 30 0.10 250120.00 '
10 11 004 043 729
10 13 004 043 729 ‘
12 11 016 435 1.006  1.006 1.006
12713 0.16 435 ©1.006  1.006 1.006
13 14 0.09 101 17.23
14 15 0.18 2.17: 3660
15 16 0.09 094 17.10
16 17 0.07 089 13.42
16 19 0.16 195 3040
16 21 008 135 2548 .
16 24 0.00 350 1.000  0.900 1.100
17 18 0.00 3.50 1000 0.900 1.100
1727 013 173 3216
19 20 007 1.38 1.006  1.006 1.006
21 22 0.08 1.40 2565
22 23 0.06  0.96 1846




co
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Table S.1(cont)

23 24 022 350 36.10

\OG)\IO‘U'UANM—-E

25 26 032 3.23 53.10
26 27 0.14 1.47 2396
26 23 043 474 78.02
26 29 057 6.25102.90
28 29 0.14 151 2490
2 302 0.00 1.8l 1.025
6 306 0.00 250 1.070
10 310 0.00 2.00 1.070
19 319 007 142 1.070
20 320 0.09 1.80 1.009
22 322 0.00 1.43 . 1025
23 323 0.05 272 "~ 1.000
25 325 0.06 232 1.025
29 329 0.08 156 ©1.025
BUS DATA
us Voltage - Load Generation Shunt
Mag. "Ang. MW MYAR MW MVYAR QMIN QMAX MVAR
1.019 -973 980 440 -70.0
1.044 -6.88 ! -
1.025 -9.69 3220 2.0
0.999-1044 S000 1840
1.001 -9.22
1.003 -853
0.992-10.71 2340 840
0.990-11.20 5220 1770
1.016-1069 65 -67.0 800
10 1014 -6.12
11 1.009 -6.94 .
12 0997 -6.95 80 880




13
14
15
16
17
18
19

20

21
22
23

24

25
26
27
28
29
30
302
306
310

- 319

320
322
323
325
329

1.011

1.008
1010
1.026
1.029
1.026
1.038
1018
1.028
1.048
1.043.
1.032
1054
1.049
1.034
1049
1.049

1017-

1050
0982
0984
0997
1020
1049
1.064
1026
1.027

-6.84
-8.52
-8.93
=752
-8.55
-9.42
=277
-405
-5.08

-0.61

081
~7.40
-554

-6.74

-8.73
-3.21
-0.45
10.21

-454

00
1.89
247

1.0}

436
705
125
661

Table 5.1 (cont)

320.0
329.0

158.0

680.0
2740

2745
309.0
2240
139.0
2810
2060
2835

92

133.0

320

30.0

103.0
115.0

84.6
-92.0
470
17.0
76.0
28.0
26.9

- 250.0

46

5555
650.0
6320
508 0
6500
5600
5400
8300

189.0 140.0 400.0
2190 003000
2239 1500 3060
1850 002500
580 00 1670
225.1-100.03000
111t 002400
163 002500
31 1-150.03000

70

-1000
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Now, for the OPF vproblem, assume that each of the
generators has a cost function and genération requirements as shc;wn
in Table 5.2. The problem now is to produce that amount of‘ real power
at each generator that will minimize genérafion costs andsti}l
maintain feasibility (that is, solve for the resultant V and Q prefile

insuring they're within limits). Or, in the GNFP forﬁmulation,

39
Minimize Z =.>: cgi (pgi)
. =]
subject to: |
) A pk +2 pk = p] lnj = 0, ‘ i=1,..,39
ke My ke MO!’

Vimin ¢ Vi ¢ Vimax

Pimin ¢ Pgi ¢ Pimax
Qimin £ Qj,inj ¢ Qimax

Line min ¢ SU < Line max

where 3y, Py, Pg;. Q; in). S 2 defined in Chapter il
Taking the GNFP model built previously, linear approximations

to the convex nonlinear cost function were constructed. These, along

- the external flows and the gains, 3, obtained from the G5




32(swing) 250
31 100
33 350
34 350
35 250
36 350
37 225
38 210
39 375

Table 5.2. GENERATION COSTS

Generation Reqt's(Mw)

Max
700

250
800
800
600
800
750
720
1000

Cost Function (§1Q0)
120 + £6Pg + .0092P?
107 + 0004Pg>

110 + .63Pg + .0070P;2
110 + 63Pg + .0070P;2

135+ .75PG + .0076P?

110 + .63Pg + .0070P?

135 + .75P¢ + .0076PG?
120 + 86Pg + 0092P?
119 + .63Pg + .0070P;?

*Pg = araount of real power gererated
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program were used in the GNFP code and the OPF solved. In 34 seconds,

the APPLE IIE provided the following solution -

.GENERATION(MW)
GENERATOR .EBQM.LQAQELQW ERQM GNFP OPF

32(swing) 590 580
31 250 100
33 ‘ 650 685
34 632 ' 685
35 B 508 600
36 650 685
37 560 ‘ 619
38 : 540 S 570.2
39 - 830 688

TOTAL COST =$3,558,317 $3,005,638

~These results show that the solution from the OPF results in
generation costs tvhat are over $550,000 cheaper than the generation
| costs ihcurred from the Load Flow schedule. This is the optimum
generation scheduled, but feasibility must be ‘inéured‘ ‘So. one must

take the real generations at each génerator and put them back nto the
GS program and check to make sure the constraints on V, and Q, ;,, are
[ R

not violated. None were violated.

A point of interest is the gain factors for real power flow.




With the change in P and Q generations from the Load Flow to the OPF,
how large will the changes be in the gain factors? They are shown in

Table 5.3. Only 5 of the 46 gains changed by more than .0025. This is
evidence that the a,'s are very robust; i1e. the voltage can be changed
rather radically without having major impacts on the gains.

Also examined were the effects of GS convergence on the a,’s.
' At iteration p, the voltage at bus i is calculated, V,p. Instead of
“replacing V,P™! with V,P, the GS technique will converge faster if V,P

= V,p“‘j A(V,D-V,D" ). This A is called the acceleration factor One
can also have different factors for the real and the tmaginary
components of V, The iterations continue until the largest difference

between successive voltages is no more than «, the convergence factor
Usmg an acceleration factor af 14 for both the real and imag:nary
parts, the GS program was run with a convergence parameter of o =
0001 and again with o= 00001 The two runs with good initial

estimates on the vo!teqes (not a flat start) took 7 iterations and 63

~ iterations respectively. The largest change in the 3,'s was 0.0013.
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Table 5.3. ARC GAIN FACTORS

Arc.  LloadFlow Arc Load Flow QPF
1 1.000 1.000 24 9997 9995
2 9973 9972 25 9968 9965
3 9990 9989 26 9939 9977
4 9976 9974 27 9932 9911
5 9992 9992 28 9976 9971
6 9985 9984 29 1.000 1000
7 9974 9973 30 1.000 1000
8 9952 9928 3. 999i 9977
9 9977 9973 32 9985 9988
10 9954 9125 33 - 9951 9947
no 9950 9961 34 9955 9947
12 9996 9997 . 39 9954 9949 -
13 9951 9957 36 9996 9996
14 9820 9808 37 1000 1000
15 1000 1000 38 9933 9927
16 9997 9998 39 9975 9972
17 9997 6999 40 9085 9982
18 9986 9984 a4 9969 9967
19 9988 9987 42 9964 9970
20 1000 1000 a3 9944 9971
21 9863 9491 44 9900 9936
2 9944 9855 a5 9955 9965

23 9974 9973 46 9937 9u4s




Therefore, not that much more is gained by having tighter convergence
criteria |

Also of interest is thel.* information and sensitivity analysis |
obtained from tﬁe duai variablés (ﬂi)'at each node as 'calculatled by the
GNFP code. At genera;dr #31, the solution showed that it should
produce at its minimum requirement, 100 MW At this node, the GNFP

code caiculated a 1rvalue of -8 18 This means that it would cost -

$8180 if that minimum requirement were | MW greater or 10! MW So,

sensitivity analysis can also be conducted in the framework of the

ONFP.

513 Comparative Example

The purpose qf this example is to illustrate the use of GN?D
scheduling éﬁd to provice the .'o‘.!cw:hg infermation a) 2 cemparison
between equaly incremental cost dispatch, equal incremental cost
dispatch with penaily factors, and GNFP dispatch; b) an evalu_éhon of
the number arcs needed for each generating unit, c)a determxna;:on of

the impact of zero arc flows using GNFP; and d) a demonstration of

GNFP scheduling with area géneration constraints. Generator cost
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functions are in the form of heat rate data for éctual units of like size.

This data, provided by Houston Lighting & Power Company, _is shown in
Appendix 5.

M are performed simultaneously. Initially, a very
careful equal incremental cosf dispatch (E,I‘C..) séﬁedule witnoult
‘penalty factors is found. This is accomplished as folk;ws - pér!orm,
E.1.C. excluding loéses (this is terrﬁed the starting point in Figure 5.2),
solve a load flow program ‘to update thé éwmg ‘bus generation, re-solve
the E1 C. with new losses, re-solve the 1oad flow, etc. The last two
steps are repeated until the difference between the E1C. swing bus
power and tne‘ loaﬁ wa gwmg bus power IS less than 0001 MW The
results, shewn inFigure 5 2 (Case A) ang 1n Tap'e 5 4 ingicate that
there 1s no significant change in total generation cost after the f}rsf
iteration.

_ Next, the same process IS performed using penalt} factors In
tris example, the penalty factors are evaluated using the method of -
firite differences as rolloﬂ's - all Ioéds are increased by 1% from
Figure 52, Case A, generator i is designated as the swing bus, and the

corresponding pe‘nalty factor 1s approximated by
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52605 =4~ \ | . - Case C

78

Cases

A £1C (inclyding losses,

52600 =T . 1gnoring penaity factors)
' B E£1C (1ncluding losses and
. penaity factors)
/ ////,/ ‘ C GNFP (S arcs/qenerator)
O GNFP (1003 arcs/generator)
52595 - , £ GNFP (20 arcs/qgenerator)
cosT | COMMON STARTING POINT USING € 1 C
{MBTU/HR)

. IGNGRING LOSSES AND PENALTY FACTORS

‘ Case A
52585 - AN
\\\\
\_\\\\\
52580 < RN Caset
\\:* “aze [ —e
Lase B
- |8 §
§257% 1 $
n ! <
ITERATICN

SNote Each point shown satisfies {oad Fiogw Mismatch £3uatinrs

Figure S 2 Operating Cost ¥s iterstiun for the 35 Bus Systern
using Equal incrementai Cost (E ! T ) and GNFP
Methods




Table 5.4. Generation Schedule (MW) for 39 Bus System
(From Selected Cases shown in Figure 5.2)

31
32
33
34
35

36

37
38
39

System
Losses

Cost

(MBTU/HR) 52562

FINAL E.1.C.

E1C FINALE.IC.  GNFP with
STARTING ~ w/0 PENALTY with PENALTY 20 ARCS/

PQINT FACTORS FACTORS GENERATOR

421 66 426.10 441 00 428.60 .
58761 55081 563.37 568.45
67717 688 86 73702 72090
536.19 542.03 533.67 54280
50432 50753 50400 50070
569 86 57257 57557 57990
585 23 58E 73 58460 578.50
536 89, 53857 | 52626 152230
797 27 80163 74897 77300
. 3850 3915 3676 3745
52587 52579

52577

Table 55 Penalty Factors for the 39 Sus System

gus

e
[

[ T

<

33
34
35
36
37

38

39

PENALTY FACTOR

-~y

39372
099538
1 00356
101760
V01675
101112
1 01696
103275
1 04551
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pry = — ———
1 - AL/AP;

The results are shown in Table S.5. '(Note - the author does
not propose that this method for finding penalty raétors be used on
large systems since more efficient techniques are ‘avanable (35) The
results of £.1.C. with penaity factors arev shown in Figure 5.2 (Case B)
and in Table 5.4. The net reduction In cost from Case A Is 10 MBTU/HR

The required number of arcs per generator for the GNFF
method is also established in F igure 5.2 Eacn generator arc,. as
illustrated in Figure 4 4 represents a segmént of the precewise-linear
!ncrehenta1 cost curve.- Theoretically, as the number of arés increases,
the accuracy of the GNFP method 3lso increases - but 3t tﬁe expense of
computer execution time (épproxlmately Hneaf function of number of
arcs plus busses) Note n Figure 52, Case C, that S arcs/generator -
yields completely unsatisfactory resmts, while Case D, with 100
arcs/geherator, produces a total cost within 1 MBTU/HR of Ca;e B
(E.1.C. with penalty factors). Next, Case E, with 20 arcs/qenerator,

yields results within 2 MBTU/HR of Case B. The conclusion from these
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comparisons is that 20 arcs/genérator moaeling is probably a good
compromise between accuracy aﬁd execution time.

A comparison of s;Jme of the generation scheduling for Figure
5.2 is shown in Table 5.4. Note that none of the GNFP procedure
schedules required more than one iteration of Figure 4.2 to converge.

Step ¢ is best evaluated through exampleé, As'noted |
previ’dusly, the GNFP method assigns power l.ow based on arc costs and
gains, and it ignores Kirchhoff's Voltage Law. As a‘result, some arcs
are assigned zero flow and some are assigned very large flows, which,
o{ course, is not repr'esentative' of an art“'al system. The number of
fhése, however, is reduc‘ed greatly by incorporating reasonable line
flow limits. |

The 39 bus system data does not contain line rating limits
Hence, uniimited vaiues of 39999 MW were used as a reference
(indicated as NO LIMIT in Table 56) These are compared to the actual
fl;)ws from the load flow step. Note that 8 of 36 lines wére assigned
zero flow. Next the GNFP case was re-sélved using uppef flow limits

equal to 1.5 times load flow calculated flow values (indicated as UPPER

LIMIT). This reduced the number of zero-flow lines to 3, all of which
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Table 5.6. Line Flow Comparisons Between Load Flow Results
and GNFP Predictions for the 39 Bus System

LINE FLOWS (MW)
----- GNFP = - = = =
BUS LOAD NO  UPPER UP.LIMIT +
FROM JO  FLOW  UMIT LUMIT Low. LiMiT
30 40 154 57 57

1
2 1 139 254 156 156
2 3 460 324 422 433
3 4 51 0 0 26
3 18 . 85 0 97. 83
5 4 195 501 292 292
S 8 305 0 196 196
6 5 S00 501 489 489
6 7 419 611 512 512
7 8 184 . 375 276 276
.9 8 34 148 51 51
10 11 366 555 445 - 445
10 13 355 166 276 276
16 361 555 443 443
o112 4 o 1 2.
1312 4 8 7 6
13 14 350 157 269 269
14 4 255 0 209 283
14 15 94 157 69 85
16 15 223 164 261 236
16 17 95 158 61 87
17 18 73 158 61 76
1727 22 0 0 n
19 16 359 359 759 359
19 20 182 182 182 182
21 16 284 295 295 290 o |
22 2 561 572 572 . 566 LN
22 23 19 9 9 14 e B
23 24 - 322 311 311 36 T
24 16 " 0 0 S o |
% 2 173 160 160 162 "
26 27 260 282 282 271 ';{
28 26 114 277 1 !?1
29 26 164 0 107 107 .
29 28 321 485 378 378 X
30 9 40 154 57 57 Y
Note: Upper Limits Equal 1.50 times Figure 5.2, Case A, flow value ﬁ’!
Lower Limits Equal 0.50 times Figure 5.2, Case A, flow value T
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had low actual flow values. Note that the UPPER LIMIT case pi vduced

GNFP flows which are much closer to the 1cad flow calculated flows

than those from the NO LIMIT caf:;e.

Finally, lower limits of 0.50 times nominal were included in
addition to the upper Iin;nts. While this eliminated the zero flovy
problem, it did no}t have a significant impact on other GNFF Howé.

There is' 70 net impact of flow Iir‘mts on the final GNFP
generafion schedule or total generation cost for the 39 bus exampie.
- . Therefore, tﬁe authér concludes that upper bounds on flow 1*Tits should

be set to line ratihg values in order to obtain mofe realhistic flows,
especially in radial situations. This will also reduce the number of
lines with zero flows. The net irﬁpact of zero flow arcs on f.he
generation schedule is prgbably'mimmal. It should be noted thet
_inclusion of goper flow limits on the arcs actually decreases execution
time slightly since, when the maximum flow 1s obtained in a GNFD step,
the corresponding hine is éxclud@d as a candijate for additional flow.

Step d is used to demonstrat.e area ge'neration control
capabilities of the GNFP pfccedure shown in Figure 42. For example,

assume that the total generation from units 34 35, 36, and 37 is




84.

limited to 2000 MW. This constraint is handled very easily by GNFP as
follows. First, consider the previcus steps a - ¢. In these cases, the
units were modeled independently as shown in Figure 5.3, where each
dashed line correspondsuto the 20 arcs that are the piecewise-linear |

incremental cost curve. These 20 arcs contain both the cost data and
the pounds of pmin and prﬁax- Now, to incorporate area constraint,

busses 43 - 46 are attached to new bus number 49, as shown in Figure
5.4, which has é total generation limit of 2000 Mw and. no cost. The
dashed arcs remain ‘unchanged‘. The GNFP procecure automatically
limits the sum of the four generators to not exceed 2000 MW.
Likewise, lower limits on generation (other than Jower limits from the
reat rate data) can also be specified, thereby bounding the genef‘ation.
Note that since the generaiors need not be ad jacent, this provides a
convenient, method to lnc‘orp‘orate area security generatton'
requirementé while determining the constrained'op;imal economic
dispatch schedule. |

This case wasv solved, ylelding a new area generation of 2000 '
MW and total generation cost of 52677 MBTU/HR. As expected, the

constrained case results in higher cost. Only one pass through the GNFP




i -Dgy-Pgyl

(0,89999,0] ([0,99999,0] [0,99999,0] {0,99999,0]

*Note: - - - is Abbreviation for 20 Arcs

"Figure 5.3 GNFP Representation of Generators
34, 35, 36, 37 in the 39 Bus System
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[D‘i ,0 ]

(<;k,t:k ,hk ,ak)
M=99999

si‘hsi

(0,M,0,1)

(0,2000,0]
*Note - - - is Abbreviation for 20 Arcs

Fiqure 54 GNFP Method to Limit the Sum of

Genersators 34, 35, 36, 37 to 2000 Mw
~in the 39 Bus System
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procedure shown in Figure 4.2 was required.
l | | These exémples using fhe 39 bus system demonstrate the
usefulness of the GNFP procedure and are the basis for the following
conclusions | |

- 20 arcS/generator is sufficient modeling detail
| | - Uprer bouﬁds edua} to line ratvinlgs shoﬁld be included
i ' - ”6ne passl“ through the algorithm in Figure 4.2 15 adequate

for small systems.

5.2. 376 Bus System -
. 5.2.1. System Description

LAY YYYC I N S

This case represents the Houston Lighting & Power Company

(HL&P) system with reduced equivalents for external systems. The
i HL&P network is characteri’zed as being compac‘t ard electically tight,
with relatively low loss. This case contains a total of 376 busses, 870
" lines and transforr‘ners,’ 45 generator units “on line" in the HL&P area
: and connected to 20 generator busses, 12 external areas with

generators and loads, and 9‘tie lines to HL&P. Totlal HL&P area

generation is approximately 11,500 MW. This system was selected
T T e e T T T T e e A R T N L N R
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.......

since it represents a realistic case to test the GNFP solution technique
for the OPF. |

The data from HL&P is the Load Flow solution in IEEE
Standard Format f dr Load Flow Data. It was input into a program (see
Appendix 3) that converts it into the format necessary to serve' as
input into another qbde (see Appendix 4) that calculate;‘ the gain
parameters.

The code at Appendix 4 that calculates the gain parametervsv
was expanded to doan extra'tésk. ‘Besides calculating the arc gains

according to Equation 4.10, it creates GNFP node data (node number,

fixed external flow, slack flow, sléck cost) and arc data (from node, to

node, I~ er bound, capacity, cost, gain) in the sense it was discussed in
Chapter |. Thus, this code acts as a network generator for the GNFP

codes of Jensen and Barnes.

3.22. Area interchange

As stated earlier, area interchange involves several

interconnected powers systems and the load flow sotution must satisfy

- a specified net power interchange for each system. The area

.......
..........

..........

......
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interchange data is aiso provided in the Load Flow data from HL&P.
When solving the load flow for suchl a system, the first step is to
cbmpute the voltages for each bus, with an assumed genefation
schedule for each system. Next, using thése voltages, the power flow
on the tie lines are calculated and aigebraically summed by system to
determine the actual net power interchanges. Finally, the actual and
scheduled power interchanges f ar each system are compared to
determine the necessary 1justments in the assumed generation
schedules. Thié often inv... -2y a few iterations of the load flow
solution to make the neceséa.ry' adjustments. This load flow dafa frorh
HL&P reprecents the solution with area interthange included.

This research uses the 'following approach to area
interchange. First, the power flow on the tie lines into and‘ from the
primary power syst.em are held constant when solving tﬁe GNFP
problem. Then the load flow problem (with area interchange) is
resolved with the optimal generation schedule. This approach is |
necessary. to hold the net flow into/oﬁt of the system constant. |f
additional load flows are needed in the iterative loop (Figure 4.2), this

process is repeated with the most recent tie line flows.
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5.2.3. Load Flow

The HL&P solutivon shdws the real power generation at the
swing bué (#546) to be 864.! MWw. As a point of interes‘t, the bus
voltagés from this solution and the branch irﬁpeﬂances (or advmittances)
weré used to calculate the arc gains. With all the busses’ réal power
loads and generations as external fixed flows, zero slack flow, and zero
slack costs and with all the arc flow lower bounds equal to zero,
capacities set to a very iarge number, zero arc costs, and the computed
arc gains, the GNFP corles were exercised just to see it the real power
generation at the swing bus was‘comparable to the HL&P solution. This
is merely solving the load flow equations (without an objective
function) with GNFP. The GNFP result was 857.2 MW, off by only .7I99%.
This is strong evidence that the lineérization of the problem and the
solution with the GNFP codes is very g'ccurate . The execution time on

- the GNFP solution was approximately 4 seconds.

S5.2.4. Optimal Power Flow

HL&P provided generator cost information in the form of
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-piecewise-linear incremental heat rate segments. Data were available
~for @'l HL&P area generator units except for three co;generators.
These three units ('VI 81,#182, and *194) were assigned fixed
generator active power‘ and were not cthefwise considered in thé OPF.
Cost data for the HL&P owned units wére in the form of four
piecewise-linear incremental cost segments. The four segrﬁgnts were
further divi»ded into 20 segments for the GNFP step, producing 20 arcs
for éach generating unit. Since thesolution time of the GNFP problem
is a linear function of the number of nodes and arcs, this linearization
of the éost anction increased the size of tyhe problem ty S07%.

- Consequently, the solution time increased proportionally. Initial
estimates for generator powers, P-V bus voltage magnitudes, and
transformer tap seftings were obtained'f.rom a "base calse“. load flow
soluticn which represents typical operating conditions. Since the
objective of this problem was to minimize generation coét in the HL&P
area, generaticn cost in external areas was not considered.

Usihg the "base case” load flow solution, the active power
gains, 3, were calculated for all transmission lines/transformers in

- AL&P. These values range from 0.9734 to 1.000. While, of course,
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vthese gains are actuaily nonlinear and vary with t‘he square of current,
they remain reasonably constant if the solution procedure begins with a
well-conditioned initial generation profile. Since the load flow.
solutions for this netwo‘rk resulted in no constraint violations,
iterations were unnecessary.

The resulting generation schedule from the GNFP so{ution is
shown in Table 5.7 along with that schedule obtained by careful
application of the equal incrementai cost rate method. 'Th'e GNFP
results in a cost savings of less than 1%Z. This result is not surprising
since the HL&P system has relatively low loss and does not have

significant remote generation to cause large variations in penalty

factors. But the significance lies in the fact that the incremental cost

rate method is a "first cut” approach to economic dispatch and does not
take into account location of generators and leads and ignores system
constraints. The GNFP technique does.

The solution time for the GNFP segment of this problem was

14.2 seconds on a Cyber 170/750. This was with no limits on line flow.

Next, the line ratings were enforced and the problem re-solved. Only

stight changes in the generation schedule occurred and the solution
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Table 5.7. ACTIVE POWER GENERATION SCHEDULE )

Active Power Generation
incremental

Bus * Load Flow  Heat Rate GNFP
53 239.80 310 31243
55 393.76 460 460.00
1 1307.12 1188 1160.34
112 749.00 747 739.13
176 156.78 139 145.06
181 129.44 2944 29.44
182 166.81 166.81 166.81

194 95000 .- 95000  950.00 s

274 4860 46 . 4660 R

275 97.91 80 92.83 e

276 360.00 324 32400

278 26361 271 270.74 E

487  1531.80 1689 168458 L

488 1697.00 1391 139294 o,

546 131751 1311 1311.00 =

547 889.50 882 882.00 W

726 205.91 428 428.54 =

735 18.30 17 16.90 . ‘ : >

736 706.50 699 698.82 o

737 348.00 348 348.00 o

Total MW 11,477.35  11,47625 11,460.15

P

&

E

E




time was cut to 12,5 seconds. This was due to the fact that fewer

iterations were needed in the changes of bases.
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CHAPTER VI

CONCLUSIONS, RECOMMENDAT‘IONS, AND EXTENSIONS

6.1. Conctystons

" "2 The Optiral Power Flow problem 1S Important In both
system planning and operating environmants. Due to the complexity in
\mplementatilon 2nd extensive execution times of existing OPF
computer programs, there exists the need for a faster, simpler
solution technicue which provides reasonable accuracy for system.
control centers or other envlronménts where speed is critical. A |
formulation of this type is available through the use of Generalized
Network Flow Programmfng (GNFP).

The methodology for applying GNFP to the OPF problem has
been developed and demonstrated in this dissertation using three
examples - a simple 5 bus system, a 39 bus system, anc an actual 376
bus equivalent system w'?hicn includes Houston Lighting & Power
(HL&P) Company. An equivalent system is one in v;hﬁch the areas
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tbutside the primary system are'represented by smaller networks. For
examplé, ihe 12 outside aréas in the HL&P data actually contain over
1000 busses. But, through the manipulation of impedances, they can
be reduced to a few hundred. Based on the delvelopment of the GNFP
method and its subsequent results,-the foHow ingrconclusions can be
‘mades
Solution time for the GNFP' segment of the HL&P problem
was 12.5 seconds on a Cyber 170/750. For larger systems, the |
execution £ime increases lineériy with the number of lines plus
busses in a nétwdrk, based on previous studies by Jénsen and Barnes
1.

Salient features of the GNFP method include the ability to
minimize generation cost while meeting system constraints sucﬁ as
line flow limits. As shown'in Séction S.1.3, network location of loads
and generators is.considered in GNFP without need of penaity f éctors
which are necessary in methgds of equal incremental costs. |

Power flow constraints on ;ransmissién lines do not affect
GNFP sclution timé significantly. Area generation security

constraints, in addition to conventional area interchange

................................




| requirements, can be included by placing appropriate f low limits on

interconnecting transmission lines. Area interchange and reactive

power generation limits are considered in the companion power flow

solufion.

The GNFP solution technique is a linear approximation to a
nonlinear problem. By the theorem of complementary slackness, it's
.solgtion is optimal [1]. How cl&sely the GNFP results agree with the
results from o;her estaﬁlished methods hés not yet been determined.
This can be found only by comparing the results of many cases to
those obtained by some of fhe commercially available OPF solution
methods. However, this author estimates that, with adequate
modeling of the generation cost functions (i.e., 20 arcs/generator as
shown in Section 5.1.3), the GNFP solution is within 2-5% of the

actual solution achieved by nonlinear techniques.

62 Recommendations
The author recommends that research efforts be unae, taken
to determined how the resuits of this new method compare to other

well-accepted techniques. This can only be done by extensive |
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comparisoﬁs on several example sys;ems. This will require thel'
cooperation of another agency or firm that has feady access to these
exact lmethods.‘ Along these same lines, t‘h‘iS author strongly
recommends that the Electrical Engineering Department at the
Universilty of Texas purchase of develop a siate of the art Load Flow
computer coqe capab'e of handling large, real-world power systems.
The present capability is inadequate. |

| There are also tremendous opportunities for more research
into the application of Gerlxerali_zed Network Flow Programming in
other areas dealing with power distribution. Some of the areas f or
follow-on resear‘ch and extensions are discussed in the Ifollowing

section.

6.3. Extgnsions

Some areas where GNFP could bé ap‘pltied are fuel scheduling
and contingency'analysi.s {11} A form of netWork programming has.
been atfempted on these problems, but not of the type with gain
factors.

Area security, area interchange, fault analysis and unit
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committment are some smaller areas of research thét show promlise
in future studies. Their study would not necessarily require enormous
effort. |

Long range strategic planning can aiso benefit from the
application of GNFP. The acquisition and addition of ﬁew generating
plants or the locaticn of new customers has considerable econornic
ar'\d engineering‘impact‘on a power system. Judicious application of
GNFP techniques could be a valuable tool i,n evaluating these' impacts.

Another“ area of interest is the physical and mathematical
interpretation of the dual variables, Tr;, at optimality. They represent

the cost of getting one more unit to the respective node. Since the

Tt;'s are a function of the a,’s, the losses in the system are’
considered. This author submits that the T0;'s and the penalty factors,

)\i,‘diSCUSSGG in Chapter V, have a close relat_io‘nship. This area

should be examined.
As mentioned in Step 10 in Section 4.2, the procedure to
nﬁodify generator voltages, transformer taps, and/or capacitor.banks

to relieve constraint violations is not mechanized at this time.
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' Adjustments may call for voltages to be fixed at certain values, or Q
injections/extraétidns, or sofne other méaéure deemed necessary.
The mechanization of this{prdcedure isa logica‘l next étep.

This author sees, however, that there is an extreme.ly
important and immediate problem in the power industry: Reactive
‘Polwer Dispatcﬁ. A particular IEEIE Committee Reporf fl2] fo‘cuses
attention on the var mar;agemenlt cont,i*ol problems being experienced
in fhe power industry. The conclucion of this repoi’t is, "Var flow and
itsef feét '.on volvtage profile have a significant impact on power -
system operation. Var management wil! almost certain.ly be
recognized as an increasingly important factor in energy control.”

\.'«‘ifh the development, in Chapter 1V, of the gain parameter,
ks for reactive power flow, the solution of optir .eactive power

dispatch is é logical next step. No objective function is required: only
the solution of the reactive mismatcﬁ equations. The primary
difficulties to overcbme would be the handling of line charging and
shUnt Mvars. Minimum Q ﬁispatch wilj involve the Q generatjons and
transformer taps to keep voltages within limits. Once this 1s

' accomplished, techniques to combine the two (MW and MVar) dispatch
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problems would be necessary.
This author has already begun research in this area and the

results should be ready for publication soon.
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APPENDIX 1: LOAD FLOW AND ARC GAINS - 5 BUS

. PROGRAM GAIN(INPUT,OUTPUT, TAPES=INPUT, TAPE6=0UTPUT):

COMPLEX V1,V2,YP,Y,X1,X2,Y1,Y2,L0SS,T,5,VI,51,5UM,VN,VO

- DIMENSION YP(S,5),Y(5,5),VI(S),5H(S),KV(3),PVMAG(3), VN(5),VO(S)

SUM=(0.0,0.0)

ALPHA=1.4

READ IN NUMBER OF BUSES
READ(S,*N

READ IN VOLTAGE ESTIMATES
DOS5I=IN

READ(S,10)VI(})

', FORMAT(IX,F7.5,1X,F7.5)

VO(=VI(D)

CONTINUE | . |
READ IN POWER REQUIREMENTS (IN PER UNIT)
DO 15 |=2,N |
READ(5,20)S1(1)

SI(1)=CONJG(SI(1))

FORMAT(IX,FS.2, 1X,F5.2)

CONTINUE

READ * OF P-V BUSES AND MAGNITUDES
READ(S, NPV

IF(NPV.EQ.0) GO TO 50

DO 25 I=1,NPV

READ(S,30)KV(I),PVMAG(1)
FORMAT(1X,12,1X,F5.3)
CONTINUE

ZERO OUT ADMITTANCE MTX
DO 52 I=1N

DOStJ=I N
Y(1,0)=(0.0,0.0)

CONTINUE

READ IN * OF BRANCHES OR ARCS
READ(S,*)NA
READ BEGIN NODE, END NODE, ADMITTANCE M7X ELEMENT, AND

102
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75
85

78

79

73
74

68

69

80

60
64

90

103

0.5*TOTAL LINE CHARGING ADMITTANCE

DO 75 I=1,NA ‘
READ(5,85)K,L,Y(K,L),YP(K,L)
FORMAT(1X,12,1X,12,4(1X,F9.5))

REAU IN THE DIAGONAL ELEMENTS OF THE ADMITTANCE MTX
DO 78 I=1 N :
READ(S,79)Y(1,!) '
FORMAT(1X F85,1X,79.5).

DO741=iN '

DO 73 J=1I N

Y(J,D=Y(1,J)

YP(J;1)=YP(1,J)

CONTINUE

CONTINUE -

GO 70 60

DO 64 11=1,10

DO 60 1=2N

DO 68 J=1 N

IF (1EQJYGOTO 68

SUM=SUM+Y (1, J)*VI(J)

IF (1EQKV(J) GO TO 69

CONTINUE ‘

VICD)=(1 7Y, DY(SIH/(CONJIG(VIN))=SUM) -
SUM=(0.0,0.0) .
VN(D)=VO(1)+ ALPHA*(VI(1)-VO(1))

ADJUSTING MAGNITUDES OF P-V BUSES

DO 80 J=1,NPV

IFUL.NE.KV(J)) GO TO 80

~ VN(=VN(1)*PVMAG(J)/CABS(VN(1))

CONTINUE

VI(=YN(I)

VO(D=VN(I) .

CONTINUE

CONTINUE

WRITE(6,90)

FORMAT(1X,20HPOWER FLOW AND GAINS)
PRINT*, |

DO 100 I=1 N-1

DO 125 J=I+I N




150

151

175

176

. . 104
IF(Y(1,).£0.(0.0,0.0)) GO TO 12

Vi=VI(1) | 4

V2=VI(J)

X1=CONJG(V 1V 1=V2)%Y(1 J)*(-1.0)

Y1-CONJG(V 1%V 1%YP(1 J) |

X2=CONJG(V2)%(V2-V 1 )%Y(I, J)*(-1.0)
Y2=CONJG(V2)*V2%YP(1,J) -

LOSS=X 1 +Y 1+4X2+Y2

T=X1+Y1

S=X2+Y2

IPF=|

IPT=J

IOF |

1QT=J

PL=REAL(LOSS)/REAL(T)

IF(REAL(T).GT.0.0) 6O TO 150

PL=REAL(LOSS)/REAL( 3)

IPF=J

|PT=1 o

QL=AIMAG(LOSS)/ AIMAGLT)

IF(AIMAG(T).LT.0.0) GO TO 151

QL-AIMAG(LOSS)/ AIMAG(S)

IQF=J

IQT=I

RGAIN=1-PL

QGAIN=1-QL

WRITE(6, 1 75)IPF,IPT,RGAIN '

FORMAT(SX,2 1H REAL POWER FLOW FROM, 12,4H TO ,12, 1X,F6.4)
WRITE(6,176)IQF,1QT,QGAIN |
FORMAT(1X,2SHREACTIVE POWER FLOW FROM ,12,4H TO ,12, 1X,F6 4)

125 CONTINUE
100 CONTINUE
' PRINT>,
END
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APPENDIX 2: LOAD FLOW AND ARC GAINS - 39 BUS

PROGRAM GAINCINPUT ,OUTPUT,TAPES=INPUT, TAPE6=0UTPUT)
COMPLEX V1,V2,YP,Y X1,X2,Y1,Y2LOSS,T,S, Vi 51, SUM,VN, VO,

1TOT,SS,TT,LOSST,PSUM

DIMENSION YP(39,39),Y(39,39),VI(39),51(39),KV(8), PVMAG(B),

1VN(39),V0(39),PVPWR(8)

MAXIT=200

TOT=(0.0,0.0)

SUM(0.0,0.0)

ALPHA=1 ¢

READ IN NUMBER OF BUSES

READ(S,*)N

READ IN VOLTAGE ESTIMATES
DOSI=IN

READ(S, 10)VI(1)
FORMAT(1X,F7.5,1X,F7.5)

VO(H)=VI(1)

CONTINUE

READ IN POWER REQUIREMENTS (IN PER UNIT)
DO 15 122N '
READ(S,20)S1{1)

SH(1)=CONJG(SI(I))

FORMAT(1X,F7.4,1X,F7.4)

CONTINUE

READ * OF P-V BUSES AND MAGN; TUDES
READ(S,*INPV

IF(NPV.EQ.0) GO TO S0

DO 25 I=1 NPV

READ(S,30)KV(1),PVMAG(H)
FORMAT(1X,12,1X,FS5.3)
CONTINUE

ZERO OUT ADMITTANCE MTX
DO 52 I=1 N |

DO 51 J=1 N
YP(1,J)=(0.0,0.0)
Y(1,J)=(0.0,0.0)

CONTINUE

READ IN * OF BRANCHES OR ARCS
READ(S,*)NA
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READ BEGIN NODE, END NODE, IMPEDANCE MTX ELEMENT, AND
0.5*TOTAL LINE CHARGING IMPEDANCE
DO 75 I=1,NA
READ(5,85)K,L,Y(K,L),YP(K,L) . : _
FORMAT(1X,12,1X,12,1X,F4.2,1X,F4.2,1X,F42,1X,F6.2)
CONVERT IMPEDANCE TO ADMITTANCES AND LINE CHARGING
DO 74 1=1 N
DO 73 J=I N
IF(CABS(Y(1,J)).£Q.0.0) GO TO 73
Y(1,4)=-100.0/Y(},J) _
IF(CCABS(YP(1,J)).NE.0.C) GO TC 70
YP(1,J)=(0.0,0.0)
GOTO 71
YP(1,J)=YP(I 1)/200.0
| DID THIS TO GET YP/2
Y(J,1)=Y(1,J)
YP(J,D=YP(1 ,J)
CONTINUE
CONTINUE
CALCULATE DIAGONAL ELEMENTS OF ADMITTANCE MTX
DO 78 I=1 N
DO 79 J=1 N
IF(1.EQ.J) GO TO 79
TOT=TOT-(Y(I,J)-YP(I,J))
CONTINUE
Y(1,1)=TOT
TOT=(0.0,0.0)
CONTINUE | ,
NOW READ IN THE NUMBER OF TRANSFORMERS AND THE TAP RATIOS
READ(S,*NT ‘ =
IF(NT.EQ.0.0) GO TO 95
DO 95 K=1 NT
READ(5,96)1,J,TAPRAT
FORMAT(1X,12,1X,12,1% F5.3)
ADJUST ADMITTANCE MATRIX DIAGONAL ELEMENTS |
'YP IMATRIX ELEMENT WILL BE USED TO ADJUST FLOW IN GAIN CALCS
YO,D=Y/LD+Y(L)-Y( D)/ (TADRAT)**2
YP(1,J)=(Y(1, J)/ TAPRAT)*(1.0/T£PRAT-1.0)%(~1.0)
YP(J,)=YP(] J)*T APRAT*(-1.0}
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Y(1,J)=Y(1,J)/ TAPRAT | E.gii
Y(J,1=¥{1,J) - | _,;)
95 CONTINUE - E?}«C

C  READ NUMBER OF NODES WITH SHUNT MEGAVARS [
READ(S,*INSHUNT =

C  READ INNODE AND SHUNT MVAR/ 100 (- FOR CAP,* FOR RES) o

/ IF(NSHUNT.EQ.0) GO TO 99 . el
DO 99 1+1,NSHUNT - . _ aF

'READ(S,98)K,5HNTMV | | 'ﬁ?

' 98 FORMAT(IX,13,1X,F6.3) | 5
A=0.0 | N
Y(K,K)=Y(K,K)-CMPLX(A,SHNTMV)

99  CONTINUE ‘ e
DO 64 I1=1 MAXIT | =
NFLAG=0 N
DO 60 1=2,N Ci
IFLAG=0 n
DO 68 J=1,N S
IF(1.EQ.J) GO TO 68 B
SUM=SUMeY(1,)*VI(J) i
IF(LNEKV(J)) GO TO 68 | | o
IFLAG=J ‘ o

68 CONTINUE | i
IF(IFLAG.EQ.0) GO TO 69 o
PSUM=SUM+Y(1,1)%VI(1) v
PT=AIMAG(CONJG(VI(I))+PSUM) Y
PWR=REAL(SI(1)) i
S1(1)=CMPLX(PWR,PT) biz

69 VI()=(1.0/Y(1,1)Y*(SI(1)/(CONJG(VI(1)))-SUM)
SUM=(0.0,0.0) | AR
PSUM=(0.0,00) E.::;
IF(IFLAG.NE.0) GO TO 67 A

* VN(D=VO(1)» ALPHAX(VI(1)-VO(1)) e

IF(CABS(VN(1)-VO(1)).GT.0.00 1 )NFLAG= | =

C  ADJUSTING MAGNITUDES OF P-V BUSES s

IF(IFLAG.EQ.0) GO TO 81 e

67  VN(I)=VI(1)*PYMAG(IFLAG)/CABS(VI(]) .
80 CONTINUE B

AN

31 VID=VN()
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64

90

103
104
102

151

. 108
VO(1)=VN(1) '
CONTINUE
NUMIT=1
IF(NFLAG.EQ.0) 1=MAXIT
CONTINUE
WRITE(6,90)

FORMAT(7X,20HPOWER FLOW AND GAINS)
PRINT*,

DO 100 I=Q,N-1

IFLAG=0

DO 102 KK=1,NPA

IPV=]+]

IF(IPV.NE.KV(KK)) GO TO 102

IFLAG=KK
WRITE(6,104)IPV,CONJG(SI{IPV))
FORMAT(iX, I2HPOWER AT BUS,I3, 4H 1S ,2(F9.4, 1)
CONTINUE

DO 125 J=1+1 N

IF(CABS(Y(I,J)).£Q.0.0) GO TO 125 '
V1=VI(})

V2=Vi(J) ~
X1=CONUG(V I %V 1~ V2)%Y(] SI*(-1)

Y 1=COMJG(V 1 )%V 1%YP(],J) ‘

- X2=CONJG(V2)*(V2-V 1)*Y(1,J)*(-1)

Y2=CONJG(V2)*V2*YP(J,I) -
LOSS1=X1+X2

TT=X1

SS=X2

LOSS=X1+Y1+X2+Y2 .

T=X +YI

1 S5=X2+Y2

IPF=|

IPT=J
PL=REAL(LOSS)/REAL(T)
IF(REAL(T).GT.0.0) GO TO 151
PL=REAL(LOSS)/REAL(S)
IPF=J

IPT=|

RGAIN=1-PL
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' WRITE(6,175)IPF,IPT,RGAIN |
175 FORMAT(SX,26HREAL POWER FLOW GAIN FROM,12,4H TO ,12,1X,F6.4)
125 CONTINUE '
100 CONTINUE

PRINT*,

WRITE(G 250NUMIT
250 FORMAT(1X,SHAFTER, 1X,13,1X, 1OHITERATIONS)
' END




APPENDIX 3: DATA FORMATTING ROUTINE

PROGRAM FOMAT(INPUT,OUTPUT,TAPES=INPUT, TAPE6=OUTPUT)
THIS PROGRAM READS LOAD FLOW DATA IN STANDARD IEEE
FORMAT AND CONVERTS IT INTO A FORMAT COMPATABLE WITH
ROY RICE'S GAINS CODE

S OOO OO0 0

READ NUMBER OF BUSES
11=0
READ(S,*)NUMBUS
WRITE(6,7)NUMBUS
7  FORMAT(1X,14)
C READ BUS DATA
DO 10 I=1,NUMBUS
READ(S,20)IBNUM, ANAME, BNAME, IBTYPE, VMAG,ANGLE, PL,QL,PG,Q6,
~ 'IDVMAG,SHNTMVR
20 FORMAT(I4,1X,A6,A6,8X,11,1X,F6.4,1X F6.2, 2X,F7.2,2XF7. 2
12X,F7.2,1X,F7.2,9X,F6.4,26X F6.4)
SHNTMVR=100.0*SHNTMVR
PWR=PG-PL
ITYPE=IBTYPE -
IF(IBTYPE.EQ.0)ITYPE=3
IFOBTYPE.EQ.3)ITYPE=1
WRITE(6,3 1)IBNUM, Vi1AG,ANGLE,PWR
31 FORMAT(1X,14,1X,F6.4, IX F6.2,1X,F7.2)
{0 CONTINUE
C READ IN NUMBER OF LINES
: READ(S,*INARC
~ WRITE(6,7)NARC
C READ LINE AND TRANSFORMER DATA
: DO 50 J=1,NARC
READ(S,60)FROM,ITO,ITYPE R X, CHARGE TAP
60 FORMAT(i4,1X,14,9%,11,1X,F9.6,1X,F9.6,2X,F8.5,27X F6. 4)
CHARGE= 100 O*CHARGE
WRITE(6,69)IFROM,ITO,ITYPE,R X, TAD
69 FORMAT(IX,i4,1X,14,1X,11,1X,F9.6,1X,F9.6,1X,F6.4)
S0 CONTINUE
END
110
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APPENDIX 4: ARC GAINS AND NETWORK GENERATOR

PROGRAM GAIN(INPUT ,OUTPUT, TAPES=INPUT, TAPE6=0UTPUT)
COMPLEX V1,V2,Y X1,X2,L055,V1,55,TT
DIMENSION V1{400),B(400),PWR(400)

11=0

BB=0.0

UB=99999

READ IN NUMBER OF BUSES

READ(S,*N

WRITE(6, 10N

FORMAT(1X,14) ,
READ IN BUS NUMBER AND VOLTAGE ESTIMATES
DOS i=I N

READ(5,20)1BNUM,V, A PWR(]
FORMAT(1X,14,1X,F6.4,1X,F6.2,1X,F7.2)
B(1)=1BNUM

~ CONVERT A (DEGREES) TO RADIANS

A=A%0.0174533

XX 1=V*COS(A)

XX2=V*SiN(A)

VI(1)=CMPLX(XX 1,XX2)

WRITE(6, 15)!,PWR(!),BB,BB
FORMAT(15,3F10.2)

CONTINUE

WRITE(6, 101

READ IN * OF BRANCHES OR ARCS
READ(5,*INA '

READ FROM BUS, TO BUS, TRANSFORMER TYPE,
LINE IMPEDANCE AND TAP RATIO
WRITE(6,100) |
FORMAT(7X,20HPOWER FLOW AND GAINS)

DO 200 J=1,NA
READ(5,60)K,L,ITYPE,RX, TAPRAT)
FORMAT(1X,14,1X,14,1X,11,1X,F9.6,1X,F9.6,1X,F6.4)

- CONVERT IMPEDANCES TO ADMITTANCES

Y=CMPLX(R,X)
Y=1.0/Y,

(R
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IFLAG=0
DO 50 J=1,N
IF(B(JINEK) GO TO 65
IFROM=J
VI=VI(J)
IFLAG=IFLAG* 1
65 IF(BJINEL) GO TO. 70
IT0=J
V2=VIWJ)
IFLAG=IFLAG* |
70 IF(IFLAGEQ.2) GO TO 75
50  CONTINUE
75 IFUTYPEEQ.0 GO TO 85
X1=CONJG(V 1)%(V 1/ TAPRAT-V2)*Y/TAPRAT
X2=CONJG(V2)X(V2-V 1 /TAPRAT)Y
60 70 90
85  X1=CONJG(V1)*(V1-V2)*Y
C X2=CONJG(V2)%(V2-V 1 )%Y
90 TT=XI
55=X2 |
IF(S5.E0.0.0.AND.TT.EQ.0.0) NGO TO 200
LOSS=X1+X2
|PF=IFROM
IPT=IT0
PL=REAL(LOSS)/REAL(TT)
IF(REAL(TT).GT.0.0) GO TO 151
PL=REAL(LOSS)/REAL(SS)
IPF=1TO
IPT=IFROM
1S1 RGAIN=1-PL
WRITE(6, 176)IPF,|PT,BB,UB,BB,RGAIN
176 FORMAT(215,4F 10.4)
200 CONTINUE
END

.....................




APPENDIX 5. HEAT RATE DATA FOR THE 39 BUS SYSTEM

Bus unit

‘ Brax  Bmin  HEmin
31 1 4410 1936  1992.4
32 630.0 2743 35844
33 1 7490 1866 22158
34 1 7500 1847 2095.7
35 1 3513 2143 22840
36 1. 7500 1831 2420.8
37 1 7470 1855  2066.2
38 1 6300 2709 3561.1
39 1 5400 2271 27201
39 2 5270 2222 25553

Pmax: Pmin: Meximum and Minimuin Machine Capabilities - MW
HE""n : Minimum Hest Input Required by the Machine When On-Line -

MBTU/HR
(X,Y): Points on the Incremental Heat Rate Curve - (MW, BTU/KWH)

............

...............
_________
COR S

193.6 8800 255.0 9000 3165 9250 377.9 9500 4413 9850
2743 6550 3712 7842 470.1 8600 S567.0 10000 665.8 11650
186.6 9300 3276 9350 4686 9500 609.7 9600 7527 9900
1847 8750 3257 9.00 466.7 9450 609.7 10050 750.7 10750
2143 8200 299.6 8500 3828 8900 466.1 9450 551.3 10100
183.1 7250 3245 7850 466.0 8800 609.4 10100 750.8 11750
1855 8400 325.4 8550 4653 8900 607.1 9895 747.0 9950
2709 6700 369.5 7S50 468.1 8750 . 5687 10200 669.3 11950
227.1 7900 31359000 399.8 9947 486.2 11005 5745 11800
2222 8000 308.8 8600 3953 9500 4818 10500 S70.3 11850
13

.................
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